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Executive  
Summary

The report provides a review of research to date on AI and (in)equality in the workplace, 
focusing on the following areas: Age; Women; Disability; Ethnicity; and Minority 
Languages. Drawing from studies across the world, the report highlights that although 
AI is often advanced on grounds of efficiency and enhanced productivity, including 
more objective decision-making, the impacts of data-driven technologies, including 
AI, on work and workers so far tend to extend or introduce significant inequalities. By 
showcasing how such inequalities are present and become manifested within the 
workplace across different groups of workers, the report highlights both the intersectional 
nature of AI inequalities as well as the particularities of different lived experiences. 

Looking at uses of AI during key stages of workplace relations and the labour process, 
from hiring and recruitment through to management including the direction, evaluation 
and the disciplining of workers, as well as the more recent adoption of generative AI in 
workplace settings, the report provides a comprehensive overview of the complex and 
multifaceted nature of AI inequalities. The report shows how significant inequalities are 
manifested within the workplace due to both the nature of the technology itself, particularly 
in terms of what data is or can be generated and collected, how that data is processed, 
and the nature of outputs and decision-making that result from such processes, as well as 
the importance of the broader context in which such technology is developed and used. 

By exploring research on questions of age, women, disability, ethnicity and minority 
languages in relation to AI and inequality, the report makes clear that the disparate impact 
of AI on different workers is intricately linked to historical patterns of social and economic 
inequality that sees the already advantaged reap most of the benefits of AI whereas 
those already disadvantaged tend to be the most at risk of harm. Such harm can happen 
by being more exposed and subjected to the use of AI technologies within the labour 
process, by being more likely to experience discriminatory outcomes based on their use, 
or by being less equipped with the resources needed to exploit the opportunities of AI. 
For example, both women and young workers tend to occupy more precarious positions 
in the labour market where experimentation with AI technologies in the management of 
workers has become more widespread, such as care work and platform labour, often 
involving increased surveillance and work intensification. They also dominate in jobs that 
are more likely to be replaced by AI-driven automation. Furthermore, the reliance on such 
technologies has been shown to particularly harm older workers and ethnic minorities 
whose identities and experiences are not properly accounted for in the design and 
use of data-driven systems. Similarly, disabled workers and minority language workers 
are often found to be stigmatised or excluded when new technologies are introduced.  
At the same time, the report also showcases some of the ways AI has been used to support or 
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advance equality through more inclusive technologies or highlighting existing discriminatory 
practices within organisations. For example, active efforts have been made to create new 
data-driven models catered explicitly to minority languages to further advance their use 
in society more broadly. Similarly, research shows that AI technologies can be used to 
actively include disabled workers in processes where they were previously excluded. The 
use of AI in recruitment and hiring can also seek to deliberately target historical practices 
that have resulted in biased or exclusionary outcomes, perhaps particularly with regards 
to women and ethnic minorities, and to allow for more inclusive forms of recruitment. 

While such advancements are welcomed in responses to the use of AI in the workplace, 
the report also makes clear that overwhelmingly efforts from within and beyond 
the labour movement have been oriented towards minimising harms of AI, often ex 
post, through securing more transparency and better safeguarding measures, or by 
seeking to end or limit the use of AI technologies for certain purposes or in particular 
settings. In this sense, the report shows the continued need to mobilise efforts 
that can also address AI inequalities preventatively, both through stricter regulation, 
including avenues for AI to be refused, as well as through enhancing workers’ voices 
and decision-making power within workplaces in ways that actively foregrounds the 
experiences of those workers most likely to be harmed or disadvantaged by its use.   
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Introduction

The rapid advancement of Artificial Intelligence (AI) across workplaces in the UK and 
beyond has been accompanied by a growing debate on its impact on both the nature of 
work and on workers. While much attention has been focused on issues of job losses 
due to automation or on the growth of new forms of work associated with the rise of 
platforms, more general concerns with the relationship between AI and (in)equality are 
becoming prevalent. These concerns are not necessarily new but build on long-standing 
engagements with the way technology is bound up with existing social structures and 
power dynamics that shape both its design and its implications. The accelerated assertion 
of AI as a cornerstone of global economies and the extensive investment in AI technologies 
across social and public life adds pertinence to the need for an extensive engagement 
with the way such a vision of AI might impact on people’s working lives. A focus on AI 
inequalities draws attention to the way this impact may be significantly varied depending 
on who is the subject and the context within which technologies are being used. 

In this report, we bring together research that showcases the intricate relationship 
between AI and (in)equality as it applies to the workplace. The focus is on five different 
categories of workers that individually and collectively highlight the disparate impacts of 
data-driven technologies: i) Age; ii) Women; iii) Disability; iv) Ethnicity; and v) Minority 
Language Speakers. These groups are significant not only because research suggests 
that they may stand to be particularly impacted by the speedy acceleration of AI across 
the UK economy, but also because they occupy important historical positions in trade 
union engagement that require special consideration. Of particular importance is 
the understanding of these different groups of workers as deeply connected to each 
other, while also presenting different challenges that lead to varied experiences of AI. 

The turn to data-driven technologies, such as AI, has been shown to cater predominantly 
to majority experiences and often struggles to account for minority and marginalised 
populations. The development, design and implementation of such technologies are often 
contingent on existing structures in society that either exacerbate inequalities or lead to 
new forms of inequality when these technologies are used. For example, studies have 
shown how data collection often entails the overrepresentation or underrepresentation of 
data relating to certain groups that lead to skewed outputs or predictions. What and how 
data collected is significant as AI technologies tend to rely on pattern recognition based 
on machine learning that therefore will depend on the nature of such data. Importantly, 
this also means that data may not explicitly include demographic characteristics or group 
identities but may still result in disparate impacts on particular communities. That is, the 
vast range of data sources used for AI means that some of this data may also serve as 
proxy data for demographic features, including protected characteristics such as age, 
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gender, ability, and ethnicity, that can unintentionally lead to discriminatory outcomes. 

Furthermore, the design of the algorithms that inform how data is collected and 
processed, and what AI models might consist of, is often reflective of the knowledges 
and experiences that dominate in different cultures, including in the fields of computing 
and engineering. This means that although technologies are optimised to respond to 
real-world tasks, research has shown that such technologies may not be well-suited for 
complex lived realities that require types of knowledges that are not easily translated into 
computational systems. Instead, such systems tend to rely on abstraction and reductionism 
in order to allow for complex data to result in singular outputs. This abstraction and 
reductionism of context risks especially harming those who are already marginalised or 
those who do not necessarily conform to dominant understandings of lived experience.   

In many cases, these concerns about how the nature of data and the design of models might 
have disparate impact are translated into a concern with so-called ‘algorithmic bias’. This 
understanding of the relationship between AI and inequality tends to focus on the technical 
features of data-driven technologies and how these might therefore also be addressed 
through forms of ‘bias mitigation’ or ‘de-biasing’ algorithms. The emphasis on algorithmic 
bias has been prominent in AI policy debates, especially in Europe, where measures to 
address AI-driven discrimination through a number of technical fixes and safeguards, such 
as increased impact assessments and auditing, have been actively advanced (Niklas and 
Dencik 2024). However, as this report makes clear, AI inequalities are not confined to 
technological features but instead encompass the broader political, social and economic 
dimensions within which AI technology is embedded. This is important as it showcases how 
an engagement with AI inequalities requires us to consider not only the technology itself, but 
perhaps more significantly, the contexts within which it is developed, used and experienced. 

The rapid implementation of AI technologies at work provides a particularly pertinent 
setting for considering AI inequalities that highlight how such inequalities are bound up 
with different histories, practices, and social relations. The growing reliance on data-driven 
technologies across key stages of the labour process, starting with recruitment and hiring, 
and continuing to management, including the direction, evaluation and disciplining of workers, 
has been shown to significantly impact on issues of (in)equality. With the advent of not only 
analytical AI but also generative AI in the workplace, some of these issues are becoming 
further heightened. Importantly, the introduction of new technologies in workplaces is 
often linked to increased managerial control and pursuits of enhanced productivity, as well 
as claims to more objectivity and less bias in decision-making and treatment regarding 
workers and the possibility for more technology-assisted inclusive practices. In this 
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sense, the relationship between AI and inequality as it relates to work and workers is 
multifaceted and requires an engagement with the many complexities of socio-technical 
systems as they exist in the real world, including their potentially contradictory impacts. 

In this report, we set out a comprehensive picture of research to date on the relationship 
between AI and (in)equality as it relates to the workplace, focusing on different connected 
groups of workers. For each section engaging with a different group, we focus on key areas 
of research relating to different aspects of human resources and workplace management, 
including i) Hiring and Recruitment; ii) Algorithmic Management; and iii) Generative AI. 
Each section then ends with a review of relevant responses to AI inequalities or ways in 
which equality might be advanced with AI. The section on minority languages follows a 
slightly different structure, reflecting the nature of research available about that particular 
topic, exploring especially how AI technology may or may not support minority language use 
within and beyond the workplace. Crucially, although the report treats each demographic 
group as a discreet group, it will be apparent throughout the report that in many cases 
experiences of inequality are compounded by the intersectional nature of AI’s impact in 
the workplace. As such, while AI may impact almost all workers, it is often those with 
protected characteristics who are most vulnerable to the risks that come with that impact. It 
is therefore important to engage with the report as a whole at the same time as recognising 
some of the particularities that apply to the working lives of different groups of workers. 

Overall, the report illustrates the continued need to engage with AI’s impact on working 
lives, especially amongst those that occupy already precarious or marginalised positions 
in the labour market. By highlighting a multitude of case studies and research from 
around the world, the report provides concrete evidence for how AI tends to extend and 
entrench inequalities in the workplace despite possibilities for also empowering and 
supporting otherwise disadvantaged workers. The report is therefore a call to action 
for more direct engagement with AI inequalities, building on efforts such as the TUC’s 
AI Bill and the more targeted efforts from within and beyond the labour movement 
outlined within the report. As the Welsh Parliament alongside the UK government set 
out action plans for an increasingly AI-driven economy, it becomes more important 
than ever for those who represent and seek to advance workers’ interests to ensure 
that such plans consider their implications not just for the majority, but for all workers.
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AI Inequalities: 
Age

Summary
Inequalities relating to AI and age are evident across processes of recruitment and hiring, 
management of workers, and the more recent arrival of generative AI in workplaces. 
Age-related inequalities are present for both young workers and older workers. Young 
workers tend to be disproportionately exposed to and impacted by AI as uses of AI for 
the purposes of hiring and management are overrepresented in entry-level jobs and low-
wage and precarious work that tend to have a larger proportion of young workers. At the 
same time, older workers experience exclusion and harmful impacts with uses of AI as 
they are either unable to access employment or are ‘managed out’ through algorithmic 
management techniques. Although engagement with AI might be most prevalent amongst 
‘prime-aged’ white collar workers between 25-54, these workers tend to be better 
positioned in terms of finding such tools complimentary to existing skills rather than 
requiring upskilling or potential replacement. Such divisions look set to be widening with 
the uptake of generative AI by workers declining with age, and older workers are also more 
likely to experience emerging technologies as negative or harmful. Efforts within the EU 
and elsewhere have therefore been made to advance more age-sensitive design for work 
environments and calls have been made in the UK to account better for older workers in 
digital inclusion policies and to provide more digital skills education for younger people. 

Introduction
The differential impact AI might have on different age groups features as a prominent concern 
in debates on the future of work, but the relationship between AI, age and employment has 
been the subject of limited research in and of itself in AI and remains fragmented (Komp-
Leukkunen et al. 2022). This is despite long-standing research showcasing generational 
differences in attitudes, uses and adaptation of new technologies and demographic shifts 
relating to age within sectors most likely to adopt new technologies. The IMF, for example has 
highlighted that ‘as AI reshapes the labour market, workers will likely adapt to shifting demands, 
with outcomes varying by education and age’ (2024: 15). Digital divides pertaining to access, 
skill and literacy have been widely evidenced to particularly enhance the vulnerability of older 
workers who are more likely to consider themselves to have low digital skills and therefore 
more afraid to lose their jobs and find it harder to gain reemployment (Vasilescu et al. 2020, 
IMF 2024). This ‘grey digital divide’ is likely to increase with AI as older adults become more 
vulnerable to the distributional impacts of digitalisation across societies (Ferdous 2023). 
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At the same time, young people tend to be disproportionately exposed to and in competition 
with AI with entry-level positions most likely to be at risk of being displaced by generative AI 
and sectors with high levels of automation, such as platform labour, overwhelmingly made up 
of young workers both in the UK (MacDonald & Giazitzoglu 2019) and globally (IMF 2024). 
Despite assumptions about adaptability amongst younger generations, sometimes referred 
to as ‘digital natives’, young workers also paradoxically find themselves at the fringes of the 
global labour market due to wider labour market structures that mean they are more likely to be 
in insecure, low paid work (Burgess and Connell 2020). Moreover, young people’s ability to 
adapt to continuous mobility across different jobs, and different digital skills, is highly contingent 
on other demographic categories than age, such as education, nationality and economic 
prosperity that create unequal experiences of AI amongst workers (Zur and Zur 2011). 

This also means that although studies have predicted that ‘prime-aged workers’, aged 25-
54, with tertiary education in better-paid ‘white collar’ jobs, such as health care professionals 
and legal professionals as well as programmers and engineers, are most likely to see a big 
impact from AI on their job roles (Muro et al. 2019), they are significantly differently positioned 
in relation to what the consequences of this impact might be. In their exploration of the impact 
of AI on US workforces, Muro et al. (2019) argue that, unlike concerns about displacement or 
lack of agency associated with automation, prime-aged workers with tertiary education will 
be ‘disproportionately involved with AI’, but are more likely to be able to adapt to this exposure. 
This also extends to workers across the globe, as well as other demographic groups, such 
as migrant workers who are less likely to be in better-paid jobs with tertiary education or 
equivalent qualifications, according to global surveys conducted by the OECD (Lane 2024).

In this chapter, we explore the different ways in which AI inequalities have 
been found to relate to questions of age, starting with recruitment processes, 
before discussing the use of AI in management and the advent of generative AI. 

AI in Recruitment and Hiring 
For young people in the UK, it has been noted that the use of AI in the recruitment and 
hiring process is particularly pertinent as it is most widespread in the hiring of entry-
level positions at large organisations where young people are overrepresented (Jung 
and Desikan 2024). Indeed, in a study of ‘digital natives’ in Nordic countries, students 
aged 20-23 years old saw ‘AI as the future of recruitment regardless of its challenges’ 
(Hekkala and Hekkala 2021). Similarly, in the United States, elite universities have been 
reported to encourage their students to adapt their performance in applications and 
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interviews to align with expectations of AI models, such as ensuring particular keywords 
are used or adapting certain facial expressions (Harwell 2019). This is despite research 
showing that young people have concerns about how AI might be used in hiring practices 
and the potential for furthering bias without human input (Hekkala and Hekkala 2021). 

Kim (2019), for example, has highlighted how historically discriminatory data can lead to 
harmful outcomes that embed bias. One aspect of this may be the use of proxy variables as 
stand-ins for legally proscribed criteria for hiring and the use of proxies to sort candidates 
implicitly on the bases of a protected characteristic (Kim 2019, Ajunwa 2020). This can 
occur intentionally if the designer of the algorithm knows that ‘a certain trait is correlated with 
a protected characteristic and uses it to screen out a disfavoured group’ (Kim 2019: 7). For 
example, research has shown that older workers are often disadvantaged when applying 
for jobs due to ‘explicit age stereotypes’ including those relating to a lack of digital skills 
(Zaniboni et al. 2019). Furthermore, implicit age bias, or ageism, has been shown to be more 
pervasive in hiring decisions than other well-documented forms of bias, such as race and 
gender biases, and is also more challenging to mitigate against in AI models (Harris 2023).  
In a study in Sweden from 2019, researchers created 6000 fictitious resumes, where they 
randomly assigned information about age (between 35 years and 70 years old). They found 
a ‘strong negative age effect in all occupations’, with call back rates declining substantially 
as age increased. They also found that as call back began to decrease fairly early in the age 
range tested and then flattened out, discrimination tended to be not so much about being 
older (over 45), but rather about not being young (under the age of 40-45). Moreover, they 
also found that the drop in call backs was steeper for women applicants, highlighting how 
age and gender intersect in discriminatory hiring practices (Carlsson and Eriksson 2019). 

Older workers may also be excluded earlier on in the recruitment process, through targeted 
job ads. AI is increasingly a feature of where and when potential candidates might be 
reached for job recruitment. A lawsuit in California in 2017, for example, included plaintiffs 
who alleged that companies, including T-Mobile and Amazon, targeted younger Facebook 
users when advertising jobs, and deliberately excluded older people. This was done, for 
example, by paying Facebook to only show job adverts to users between 18-30 and by using 
behavioural data to target ‘young professionals’ and placing adverts in Facebook groups 
likely to exclude older workers, such as having ‘Millennials’ in the title (Kim 2019, AARP 2019). 

A different example is provided by Ajunwa (2020) who discusses a case from the US of a 
man in his 40s who is not able to finish a job application as the automated options on the 
application form do not allow him to provide the year he graduated from college, with the 
options only beginning in 1995. Practically, this means the exclusion of all applications over 
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a certain age. Importantly, Ajunwa argues that in these cases there is often no data trail 
to follow as no job application was processed and it would not necessarily be captured 
in any later audits of the hiring system. A similar example has been highlighted by AARP 
(formerly the American Associates of Retired People) who reported on a lawsuit involving 
PriceWaterhouseCoopers in the United States, who had used automated hiring processes 
to remove job applications from candidates who did not have an email address ending in 
.edu, excluding both older workers and those without college education (AARP 2019).  

AI in Management 
The advent of algorithmic management, including the use of AI, is particularly prominent 
in sectors that tend to be dominated by young workers, most notably in the platform 
economy and in warehouses across Western economies, including Europe, US, and 
Australia (Wood 2021). The average age for platform workers in Europe, for example, is 
30 for women and 32 for men (EIGI 2021). Often, high levels of automation within these 
sectors are closely associated with increased forms of precarity, alongside extensive 
surveillance and data-driven performance assessments, that mean that young workers 
are disproportionately exposed to the potential harms of the use of AI in management. 
Age is a key marker for disparate access to stable and secure jobs, with young workers’ 
more likely to take jobs in the gig economy and e-commerce warehouses due to a lack 
of alternative employment options (MacDonald & Giazitzoglu 2019). Young workers 
are often also more at risk of becoming trapped in precarious jobs (EIGE 2021). 

Extensive research has shown how sectors with highly automated management, such as 
platform labour and warehouse work, both shifts and extends managerial control and worker 
vulnerability based on various technologically mediated forms of direction, evaluation and 
discipline (Kellogg et al. 2020). For example, research on platform labour has showcased 
how customer-focused work on digital platforms make young workers increasingly vulnerable 
to losing access to work based on rankings as a result of customer ratings (Rosenblat 
and Stark 2016; Wood 2021). Workers with lower rankings or scores are often excluded 
from shifts or tasks on digital platforms, in many cases without adequate transparency 
and lines of accountability in place despite research indicating that lower rankings can 
be linked to gender and/or racial prejudices (Bajwa et al 2018; Stark and Pais 2021). 

Research into young workers’ experience of platform work and algorithmic management 
demonstrates that country contexts and labour market relations likely impact the reasons 
a young worker may end up or remain employed in gig work. For example, Lauresen, 
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Neilson and Dyreborg (2021) remark that British young workers often end up in gig work 
roles because of a lack of alternative employment. However, they found that Danish young 
workers often enjoy the flexibility of the work structure as they can choose when and 
where they work, but that the lack of transparency around task distribution, work direction, 
evaluation and discipline also create feelings of ‘unfairness and disorientation’. Laursen 
et al. refers to this tension experienced by Danish workers as the ‘double autonomy 
paradox of young workers’. They highlight how, through algorithmic management, 
managers become invisible, and control becomes embedded in ways that obfuscate 
the underlying mechanisms of the platform that dictates their working life. This means 
that, compared to other cohorts of workers who are still able to interact with a human 
manager, young workers do not have control over work processes, such as delivery routes 
and rankings, or fair and equal access to support and clear instruction. Laursen et al. 
note that the detrimental impact this might have on the health and well-being of young 
workers is made worse in light of being new on the labour market, often working part-
time in precarious conditions and often not well-integrated into social networks in the 
workplace. In a report on the health effects of gig work in Canada, Bajwa et al. (2018) 
argue that while gig workers share some vulnerabilities, which have important negative 
consequences on their health, with other workers, there are platform-specific vulnerabilities 
for workers that require more consideration for the future health of young workers.  

In warehouse work, which is also dominated by young workers, research has similarly pointed 
to the use of AI to create highly controlled workplaces, including the reliance on digital 
tracing technologies, such as handheld and wearable devices (MacDonald & Giazitzoglu 
2019). These devices direct tasks and measures performance and have been found to be 
used to intensify worker surveillance, curtailing autonomy or worker control over the labour 
process (Gent 2018, Cant 2020). Companies like Amazon, for example, use handheld 
devices to rank employees and carry out disciplinary actions based on performance 
metrics. While such techniques are most prominent in work that overwhelmingly recruits 
young workers, research has also shown that they are rapidly migrating to other sectors, 
including those that have historically included a more diverse age-range of workers. 
Research on postal work, for example, has shown how employers such as Royal Mail 
have sought to replicate uses of AI and algorithmic management, across its organisation, 
from sorting parcels to using tracking devices on postal workers. In this case, the reliance 
on such technologies has been central to ‘managing out’ older workers who struggle 
to adapt to the intensification of the labour process with the use of new technologies 
(Brand and Dencik, forthcoming). Often, this includes changing routes and targets for 
deliveries based on younger bodies that are then used to remove work from older workers. 
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Generative AI 
The advent of generative AI in the workplace is seen to follow many of the existing patterns 
of age-related impacts in the labour market, with ‘digital natives’ considered to be the most 
impacted by its uptake and also the age group most confident in adopting generative AI 
into their work. In a survey from the World Economic Forum in 2024 with 25,000 working 
adults from around the world, in the age group 18-24, 71% of men and 59% of women use 
generative AI tools at least once a week. In comparison, 34% of women and 42% of men in 
the age group 55-65 use generative AI tools at least once a week (WEF, 2024). Research has 
also found that older workers are much less likely to embrace the update of generative AI and 
face a higher risk from its widespread adoption by lacking adequate skills (Ferdous 2023). 

Unlike some of the previous iterations of automation, the IMF claim that generative AI poses 
a higher risk to ‘high-skilled’ workers by replacing tasks beyond mechanical and routine 
work, producing codes and texts, and applying reason and abstract concepts (IMF 2024). 
As the first phase of generative AI adoption in the workplace is oriented towards back office, 
part-time, and entry-level jobs, those most impacted by its update will tend towards women 
and young workers, including graduates (IPPR 2024). To understand further impacts of 
generative AI, it may be necessary to move beyond what Pizzinelli and Tavares (2024) 
refer to as a ‘task framework’ in order to account for additional dimensions of AI, including 
the social, ethical and physical contexts of occupations as well as required skill levels. In 
what they introduce as an ‘index of AI complimentarity’, they therefore look at where AI 
will complement tasks and what occupations are likely to be shielded from AI-driven job 
displacement. This framework is premised on generative AI being more likely to augment 
tasks in occupations where it is complementary, increasing productivity and support, 
rather than replacing tasks. Pizzinelli et al. (2023), drawing on research that explored the 
impact of AI on labour markets in two ‘advanced economies’ (the UK and the US), and 
four ‘emerging economies’ (Brazil, Colombia, India, and South Africa), argue that although 
they do not see a ‘straightforward association between age and AI exposure’, younger 
workers are less likely to be in jobs with high complementarity elements, and so are ‘more 
susceptible to potential negative impacts stemming from widespread AI adoption’ (p. 25). 

Importantly also, as demands for AI specialist jobs increase, particularly with the impact 
of generative AI, high entry barriers emerge to work, creating problems for new workers 
to enter the labour market (Weng and Lu 2025). In their analysis of over half a billion jobs 
across 15 countries, including the UK, US, Canada, Australia, Singapore, New Zealand 
and countries across Europe, PwC found that job openings that require specialist AI 
skills have grown 3.5 times faster than other job opening and offer a 25% wage premium 
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compared to other job openings. Indeed, in a global CEO survey, 69% of CEOs believed 
that generative AI would require their workforce to develop new skills (PwC 2024). These 
developments can present particular barriers to young workers looking to enter the 
labour market, but may be lacking in opportunities to access training schemes or learning 
new skills in comparison to those already in work. In the UK, a new tertiary education 
and skills body, Medr, was set up in Wales in 2020 to support skills training and tackle 
inequality (gov.wales 2020) and Skills England was launched in 2024 to actively target 
the skills gap, increase diversity and boost AI education across schools and universities, 
with the aim to ‘produce more AI graduates and offer job-relevant training.’ (gov.uk 2025). 

At the same time, research also indicates that young workers may particularly benefit from 
generative AI as it can ‘change the way workers perform and learn’ (Brynjolfsson et al. 2023). 
For example, in call centre work that tends to have large proportions of young workers in the 
UK (UNISON n.d), AI can be used for conversational assistance, increasing productivity, 
especially for novice and low-skilled workers, leading to a levelling effect (see also Wilmers 
2024). Tacit knowledge is made accessible to other workers through AI by embodying 
the best practices of high-skilled workers. Reports on the reception of generative AI also 
indicates that young workers look to generative AI for support when managers fall short in 
providing it, seeing generative AI as an avenue for accessing training and gaining new skills. 
For example, in a survey of young workers, 56% of 18-24 year olds and a third of 25-34 
year olds have used generative AI for upskilling, compared to 15% of workers aged 55-64 
(Consultancy UK 2024). Moreover, a report by Accenture claims that not only are British 
officer workers leading the way in adopting generative AI in the workplace, but that 63% of 
those partaking in the study experienced positive impacts on their level of job satisfaction 
(Brand 2023). It is worth noting, however, that research into algorithmic management has 
shown the central role that managers play in how the introduction of new technologies, 
including AI, is experienced by workers and the extent to which it is used to level skill 
across the workplace or whether it is predominantly used to extend surveillance systems 
and managerial control (Dencik et al. forthcoming). As Wilmers (2024) describes it, we are 
in the flux of a ‘race between skill levelling and declining costs of surveillance’ that could 
determine whether AI ‘undermines or locks in intensive monitory and surveillance systems.’ 

Responses
AI inequalities relating to age feature in diverse and complex ways that require consideration 
for how these might be addressed. Ferdous (2023), for example, argues that the diverse 
characteristics of older workers need to be better accounted for in policy, such as the UK’s 
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digital inclusion charter produced by the Government Digital Service in 2014. This has 
largely ignored older adults or have lumped them together with other age groups that make 
existing ‘active aging’ policies not appropriate for an AI digital era. Instead, they argue, 
digital economy regulations must be updated to include ‘age sensitive’ strategies that 
enable fair and ethical digital practices at social and institutional levels oriented towards 
three key points: 1) how diverse groups of older workers are able to prepare themselves 
for AI-driven workplaces; 2) what organisational strategies are needed to ensure older 
workers are able to sustain their later working lives in a digital economy; and 3) which 
employment policies and labour market regulations will provide suitable safeguarding 
for older workers vulnerable to harmful impacts of AI across the labour market. These 
strategies must account for changing skill requirements, digital data bias, and age-inclusive 
practices in order to extend the length of working lives in response to an aging population 
in Europe (Komp-Leukkunen et al. 2022). The European Union, for example, has led the 
project ‘Ageing@work’ which creates a ‘personalised system to support ageing workers 
(aged 50+) into designing fit for purpose work environments and managing flexibly their 
evolving needs’ to enable work-life balance and inclusion in the workplace (Giakoumis et 
al. 2019). Research in the UK is also actively being pursued to identify the skills needs 
for young people, before they enter the labour market, with two projects awarded by the 
British Academy in 2025 set to explore skills gaps across regions and demographics in 
the UK and to explore a shared vision for AI skills in practice (British Academy 2025).

Beyond regulation and policy efforts, workers themselves have also sought to resist harmful 
practices relating to AI, both formally and informally. This is particularly pertinent in sectors that 
are dominated by younger workers who tend to be less likely to be members of a trade union. 
In his research on Amazon warehouses in the UK, for example, Gent (2018) identified three 
forms of worker resistance: a) accidental, which could look like technological malfunctions 
that present a blockage to the functioning of the productive process; b) formal resistance 
which refers to acts which may not be official, but which are intentionally political and generally 
drawn from the historically established repertoire of organising tactics; and c) informal 
resistance which includes acts such as lying, intentional mistakes, obstruction, and wasting 
time, ranging from the mundane to the extreme. Indeed, several researchers have highlighted 
how workers in workplaces with extensive algorithmic management find ways to ‘game’ or 
‘trick’ algorithms to regain agency, or building their own algorithmic literacy (potentially using 
generative AI) to ascertain autonomy (Celentano 2023, Chen 2018, Laursen et al. 2021). 

Others have pointed to more organised forms of resistance, such as the host of actions 
taken by platform workers, including Deliveroo riders and Uber drivers, who have sought 
to organise through demonstrations and wild cat strikes to improve conditions, both 
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without and together with unions, most notably the IWGB and the GMB (Gent 2018, 
Cant 2020). This has also included a number of legal actions, such as the entitlement 
to full workers’ rights, including sick pay, breaks and guaranteed minimum wage (GMB 
2021). However, outside of these focused actions on particular platforms, it is important 
to consider the age demographics of union members, with only 3.7% of union members 
aged 16-24, and only 20.9% aged 25-34 (Department for Business and Trade 
2023). This means that AI inequalities relating to age present particular challenges for 
organised labour that may mean that important generational issues are not considered 
in responses, despite younger workers being disproportionately impacted by AI in work. 

To adequately engage with age-related AI inequalities there is therefore a need to 
consider both how some groups of workers are particularly exposed to AI, providing both 
advantages and disadvantages, as well as the way AI may be particularly harmful to other 
groups of workers, depending on the intersection of age with other key demographic 
categories. In this sense, research suggests that responses to AI inequalities relating 
to age may need to be context-specific rather than adopting a blanket approach. 
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AI Inequalities: 
Women

Summary
The structural inequalities that pertain to gender and employment permeate the 
development and adoption of AI in the workplace. AI has been found to perpetuate gender 
stereotypes and advance gender norms that disproportionately disadvantage women. At 
the same time, women are also more likely to experience the increased surveillance and 
privacy infringements associated with uses of data-driven technologies in the workplace 
as harmful. Across recruitment and hiring and within the management of workers, women 
tend to experience forms of exclusion and discrimination from the use of AI tools that are 
often designed by and for men. Although there has been a proliferation of technologies 
explicitly designed for women, particularly within wellness, these are premised on the 
possible exposure of very intimate data that may be misused by employers. Female-
dominated jobs may also be more at risk of being replaced by AI at the same time as 
women have been found to be less willing to embrace generative AI at work. Inequalities 
relating to AI and women can be a particular challenge for unions as women tend to be 
in employment that is less likely to have union representation and may therefore be more 
difficult to reach. Calls have been made to enhance the diversity within the education of 
STEM subjects, including computing and engineering, and to address gender disparities 
in the technology industry. Policy and regulatory efforts have also sought to highlight 
issues of gender stereotypes and bias as part of a broader ‘Responsible AI’ agenda. 

Introduction
The impact of AI on gender disparities has, from the outset, been a major concern, 
raised as a central risk early on by key international bodies including UNESCO and 
the OECD. When the European Commission set up their High-level Expert Group on 
Artificial Intelligence, women were noted as a particular group at risk of disparate impact 
and exclusion (Gomez-Herrera and Koeszegi 2022). The European Institute for Gender 
Equality (EIGI) has highlighted how technologies such as AI will tend towards amplifying 
gender inequalities based on under-representation, bias and discrimination in algorithmic 
processes (EIGI 2021). What is more, gender stereotypes and gender-based violence 
have been found to be embedded within and reproduced in AI technologies, such as 
in the case of AI assistants that tend to ‘exhibit female features, are depicted as helpful 
and pleasant, and perform secretarial tasks traditionally assigned to women.’ (ibid.). 
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With regards to employment and labour, questions of gender have a long history in how 
technological disruptions manifest in the workplace, dating back to the mechanisation of 
textile work in the 18th century that pushed women out of participating in the labour market 
(Jung and Desikan 2024). It is, therefore, perhaps unsurprising that the way AI might structure 
labour markets and impact on gender equality has been raised as a key question across 
international and national bodies (ILO 2019, UNESCO 2022, WEF 2021). This includes an 
engagement with the way existing inequalities, including opportunities for work, position, 
status and treatment in the workplace, sexual harassment, and visibility and engagement with 
science, technology, engineering, and mathematics (STEM) fields plays out in the context 
of AI. Indeed, Gomez-Herrera and Koeszegi (2022) argue that existing gender inequalities, 
including stereotypes and gendered distribution of work and pay, is a ‘systematic component’ 
intrinsic to social structures that determine the diffusion and generation of inequalities on 
multiple levels. For example, they highlight how stereotypes and societal inequalities relate 
to early segregation in education systems, limiting the number of women pursuing STEM 
subjects and entering the technology industry, with only 36% of the global population 
enrolled in STEM education and 29% in ICT being female compared to 70% in health and 
welfare. In Europe, the proportion is even smaller with only 34% female in STEM and 17% 
in ICT education. This leads to a disparity in women’s representation, renumeration and 
promotion, further impacting the retention rate of women in technology-related labour fields. 

Such statistics are significant, as AI has been shown to be significantly shaped by the 
environment in which it is being designed, including the values and experiences of 
developers and engineers who risk neglecting the needs of diverse users and can further 
entrench or perpetuate stereotypes and exclusions (Gomez-Herrera and Koeszegi 2022). 
The lack of diversity in the tech sector has been highlighted as a key concern for questions 
of inequality, particularly considering the dominance of a few large technology companies 
that predominantly employ white, able-bodied, men, including in areas of AI-related research 
and development (West et al. 2019). How this translates into AI adoption in workplaces is 
therefore a key area of concern for the potential of inequalities to be exacerbated, including 
the extent to which women can adapt or reskill at the same rate as male workers (Gomez-
Herrera and Koeszegi 2022). Furthermore, it can have consequences for the nature of gender 
classifications embedded within computational systems that tend towards reductionist binary 
categories that exclude those that do not fit within such categories (Costanza-Shock 2018).  

To explore these questions further, we go on to outline key research on how AI 
inequalities relate to gender in key stages of the labour process and AI development, 
starting with issues of recruitment and hiring before looking at the use of AI in 
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management, and the advent of generative AI. We conclude with some reflections on 
initiatives and responses seeking to address the intersection of gender inequality and AI.   

AI in Recruitment and Hiring
The structural inequalities that pertain to gender and employment have the potential to create 
a ‘vicious cycle’ of digital inequality that impact women from the outset. Research has shown, 
for example, that AI products do not function in the same way across genders, such as voice 
recognition systems in health care products, that often underperform for women in comparison to 
men. In many cases, these exclusionary aspects intersect across demographic classifications, 
most notably race and gender (Gomez-Herrera and Koeszegi 2022, West et al. 2019). 

In recruitment and hiring processes, the systematic exclusion or underrepresentation 
of women in both datasets and in the design of algorithms can have significant 
discriminatory effects. For example, Maliki and Naji (2024) have shown that existing 
societal gender inequalities will teach machine learning algorithms that women are 
paid less than men, that men are more likely to get business loans, that men are more 
likely to occupy higher status positions, and that men are more likely to get promoted. 
This in turn leads to biased predictions that inform decisions relating to who might be 
employed and on what terms. Indeed, research has outlined how automated hiring 
systems are used not just to recruit and filter candidates, but to profile and predict what 
terms might be acceptable to a candidate, including pay (Sanchez-Monedero 2018). 

The prevalence of structural gender inequalities that come to be replicated in AI systems 
is particularly pertinent for women as the use of such technologies for recruitment and 
hiring are most prevalent in retail and low wage markets across the globe (Anjunwa 2020). 
In the UK, where the ratio for retail workers is 58% women to 42% male, women are thus 
more likely to be impacted by AI hiring tools (the Retail Appointment 2024). This means 
women are disproportionately exposed to the potential risks of AI in recruitment and hiring. 
At the same time, because historical data on previous employees is often used to optimise 
systems to identify ‘fit’ between an employer and candidate, where women are already 
underrepresented, they risk being further disadvantaged or excluded in the selection 
process (Kim 2022, Dencik and Stevens 2023). This may be perpetuated by the advent 
of relying more on personality profiling and behavioural data, such as cognitive skills, facial 
expressions or vocal tone, in algorithmic assessments of candidates, or data that relies on 
social media behaviour and risk taking (Dubber et al. 2020). For example, research has 
found that on platforms such as LinkedIn, men are more likely to use inflated titles and 
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descriptions of their job roles, which also aligns with historical tendencies for men to report 
having more skills than they do when applying for jobs (Mohr 2014, Young et al. 2021). 

An infamous example highlighting the use of AI hiring tools is the resume screening tool 
that was trialled by Amazon in 2018 and was found to systematically give higher scores 
to white male applicants. The algorithm had been fed on historical data relating to job 
performance using past resumes to highlight key terms, which told the algorithm that men 
were better performers in the warehouse, and male candidates were therefore seen as 
preferable to female ones (Maliki and Naji 2024). This was because the algorithm had been 
trained on a majority of male resumes, which caused the system to ‘designate the male 
candidate’s resumes as the norm’ (Ajunwa 2020: 3). When gender was excluded as a 
variable, the tool still disadvantaged women by scoring female attributes as less desirable, 
e.g. studying particular courses such as ‘Women’s Studies’ (UNESCO 2022). The 
algorithm was scrapped once the discriminatory outcomes had been revealed following 
revelations about the trial from a whistleblower, but the example has been used to illustrate 
the ways in which inequalities might manifest in AI systems, even without such intentions. 

With the advancement of biometrics, such as the controversial use of facial recognition 
systems to assess personality traits based on facial expressions in interviews for example, 
these issues have taken on further relevance. Prominent research has demonstrated that 
these systems tend to underperform on particular groups of people, most notably Black, 
Asian and Minority Ethnic women (Buolamwini 2018) and struggle to account for cultural 
differences across global populations (Sanchez-Monedero et al. 2020). Indeed, the EU’s 
AI Act prohibits the use of AI-based emotion recognition systems, often based on facial 
expressions or other biometric data, for the purposes of recruitment and hiring (EU AI Act 
2023). Even as these technologies draw on more data to become more efficient, concerns 
remain about the scientific validation behind the assessment of personality profiling 
based on behavioural and biometric data that underpin the advancement of such tools 
in hiring, including the ways in which such an assessment will tend to advantage some 
and disadvantage others (Sanchez-Monedero & Dencik 2021, Dencik & Stevens 2023). 

Moreover, even before the selection process, research has shown that inequalities 
permeate exposure and access to different parts of the labour market. Multiple studies 
have highlighted the way job advertisements align with stereotypes and discriminatory 
data. In a joint report by UNESCO, OECD and the Inter-American Development Bank 
(IDB), for example, they point to multiple aspects that impact the positions that women 
see advertised when searching for jobs online, including the use of gendered language 
for advertisements, the impact of which remains under-researched. Others have 
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highlighted ways in which certain gender groups can be excluded from viewing jobs 
online and how major platforms such as Facebook deliver job adverts in a manner that 
aligns with gender and racial stereotypes, such as jobs in the STEM industry being 
shown to white men, jobs for cashier roles at the supermarket to women, and jobs as 
taxi drivers to Black men (West et al. 2019). An early study demonstrated this by 
showcasing how setting a user profile to ‘female’ on job advertisement pages resulted in 
fewer higher-paying jobs being shown in comparison to ‘male’ users (Datta et al. 2015). 

Despite these concerns, automated hiring systems, including those that rely on AI, have 
seen a rapid uptake, often to particularly target issues of bias that are known to be prevalent 
in hiring processes. In several cases they are introduced into organisations to target 
discriminatory practices and find ways of making assessments about potential candidates 
that bypass historical practices of recruitment and hiring deemed problematic. For example, 
in the report by UNESCO, OECD and IDB (2022) they see potential in AI’s ability to be 
trained in order to flag discriminatory patterns in language used in job advertisements in 
order to adjust the language. It can also be used to diversify the pool of candidates in 
interviews in traditionally male dominated industries and some argue that it is a helpful tool to 
mitigate ‘unconscious bias’ by reducing the impact of human decision-makers and removing 
demographic factors such as gender classifications in assessments that do not correlate 
with merit or success (Houser 2019). In these instances, it becomes important to scrutinise 
the basis of such claims and investigate how ‘debiasing’ around gender (and other protected 
characteristics) is carried out and with what results (Sanchez-Monedero et al. 2020). 

AI in Management
In the same way as in hiring, the introduction of AI into management practices can be 
targeted at minimising discriminatory outcomes that organisations may have been 
challenged with, such as seeking ways to address gender pay gaps or inequalities in 
promotion processes. For example, stereotypes around women being seen as ‘aggressive’ 
as opposed to ‘leadership material’ when displaying similar qualities to men may be less 
prevalent in AI-driven performance assessments and employee reviews (Houser 2019). 
However, at the same time, these historically prevalent disparities between the profiling of 
men and women continue to inform how AI is advanced and adopted, highlighted in the 
predominantly female voices of AI assistants (Kohlrausch and Weber 2019). Moreover, 
concerns have been expressed about the extent to which existing stereotypes and 
expectations might feed into AI systems in such a way that further disadvantages women. 
For example, international bodies have warned that metrics of ‘success’ or ‘productivity’ risk 
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being impacted by how gendered societal norms shape behaviour so that algorithmically 
processed assessments of customer calls in a call centre, for instance, will favour men 
if the standard of success is based on traits such as assertiveness or confidence that 
men have ‘traditionally been taught to adopt in society’ (UNESCO et al. 2022: 60). 

We also see such biases in the growing adaptation of wearable technology in the 
workplace as a means of directing and monitoring workers, including for wellness. 
Brown (2021), for example, explores how the use of wellness monitoring tech and 
collection of data through wearables is used as a means of monitoring workers and 
improving efficiency in the workplace. She discusses the use of StrongArm, a wearable 
monitoring device the size of a smart phone that is used to track workers’ movements 
that has been used by Amazon, Wallmart, Heineken and Toyota in the US alongside a 
plethora of other wearable devices that employers are adopting across the US, from 
sensor-enhanced jackets to smart glasses, virtual reality headsets, smart clothing and 
even mood sensing sweaters which are used to collect data on workers’ movements 
and actions in the workplace. The disparate impact these technologies are having on 
workers is, according to Brown, directly linked to the lack of diverse input in the design 
and testing of these wearables, itself a result of embedded discrimination and exclusion 
of women in design and technology spaces. This has led to the roll out of wearables that 
do not fit women’s bodies properly, or smart glasses that cannot accurately track women’s 
gaze as well as gender-linked differences in their collection and interpretation of data. 

Such discrimination may also extend to healthcare related data collected through wearable 
devices. Brown notes that such data is likely to ignore the fact that women have higher rates of 
work-related stress, anxiety and depression, or that such health factors are more likely to have 
more of an impact of women’s long term health, including heart disease, chronic lung disease 
or depression, leading to an underrepresentation of women’s health issues in workplace-
based wellness assessments. This follows a long-standing pattern of a lack of inclusion of 
women, and in particular Black, Asian and Minority Ethnic women, in healthcare data collection 
and testing, pre-dating digital health and wellness devices in the workplace (Whelan 2021). 

In part in response to this exclusion of women in health-related data, there has been a 
rapid proliferation of so-called ‘FemTech’ often designed and built by female led start-ups, 
focused on health issues that impact women and people assigned female at birth, including 
fertility issues, menopause, pregnancy, and periods. However, Brown (2021) highlights their 
paradoxical impact within a workplace setting, sometimes contributing to sexual harassment 
and discrimination against women based on technology designed to reverse gendered 
discrimination and bias in the workplace. For example, in the context of the US, she highlights 
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period tracking apps such as MyFLO which advises women what they should be doing 
at work according to their period cycle, including when a woman might be better suited to 
doing research and brainstorming activities as opposed to giving a presentation if she is on 
her period. This is marked on the apps calendar, which might be visible to the employer and 
could lead to the employer refusing to let a female employee give a presentation that may be 
important to the advancement of their career.  Another example given by Brown is the Kindara 
and Ava wearable bracelet used for fertility tracking. She notes that employers will likely 
assume anyone wearing one is looking to conceive and react to embedded biases against 
pregnant women in the workplace, leading to potentially ‘adverse employment decisions’.

As such, the proliferation of new technologies that can collect health-related data might fill an 
important gap in representation for women, but in reversing this gap, women are also put at 
greater risk of infringements upon privacy and exposure. As Brown asks, why should women 
have to share their data on their sex drive or periods, or disclose when she is having fertility 
issues? Beyond this, with continued systemic sexism in the workplace, Brown highlights 
how employers may consciously or unconsciously have stereotypes in their heads that lead 
them to believe that women who are on their periods are unable to perform certain tasks, that 
women who are trying to get pregnant are not committed to their work, or that women who 
are pregnant may not be the best candidate for business trips, placing women at greater risk 
of discrimination due to disclosure of private and sensitive healthcare data (Brown 2021). 

In this context, it is important to note that research has showcased the extent to which the 
adoption of AI in workplaces is significantly shaped by existing workplace relations and styles 
of management that therefore also indicates the importance of the continued dominance of 
men in managerial positions. For example, it is widely recognised in research that technologies 
such as AI have overwhelmingly intensified workplace surveillance and the monitoring of 
worker activity while also undermining possibilities for organising and the bargaining power 
of workers (Dencik et al. 2024, Williams 2024). This might be particularly disadvantageous 
for women who are known to experience such surveillance and monitoring as more harmful 
and intimate than men and may therefore also be less likely to make themselves visible. 
Ajunwa (2020), for example, makes the case that pervasive surveillance in the workplace 
and the use of workers’ data for performance indicators is intimately connected to broader 
questions around bodily autonomy and personhood that have been central to women 
rights’ campaigns. Furthermore, UNESCO et al. (2022), who conducted a global study of 
the impact of AI on the working lives of women, found that female workers are more likely 
to be concerned about privacy, including working from home and the risk of exposing family 
environments and children, for which women are disproportionately more responsible. 
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These concerns also extend to issues of sexual harassment regarding an uptake in remote 
working enabled by digital technologies but not necessarily accompanied by channels 
to report or address exposure to unprofessional behaviour. TUC research from 2016, for 
example, has showcased the unequal levels of harassment in UK workplaces with 64% of 18-
24 year old women having experiences of harassment in the workplace (TUC 2016). In online 
environments, women are exposed to further avenues for harassment with less recourse to 
support or means of challenging problematic behaviour (Eisenstadt 2022). An increasingly 
prominent form that digitally-enabled sexual harassment in the workplace can take is through 
image-based sexual abuse, which research has shown disproportionately impacts women 
in relation to their job prospects, security and well-being. Although significantly under-
researched, Rood and Schriner (2020) explore how the digital distribution of image-based 
sexual abuse in the workplace can seriously ‘smear’ a person’s reputation at work, placing 
their job at risk, and potentially impact future career options. They argue that issues such as 
victim blaming, rape culture and the normalisation of general violence towards women, make 
it difficult for this kind of harassment to be adequately addressed. Furthermore, with the rise 
of ‘deep-fakes’ enabled by AI technologies that refer to ‘machine learning-based software 
tools that produce realistic synthetic media content’, image-based sexual harassment in 
the workplace has increased, including ‘non-consensual intimate deepfakes’ (Lafier and 
Rehman 2023, Kira 2024). The reesarch initiative Deeptrace (2019) have found that deep 
fakes almost exclusively target and harm females and the UK’s Online Safety Act 2023 
(OSA) outlines such type of harassment as a ‘priority offence’. However, Kira (2024) notes 
that the OSA does little to empower survivors of such offences or prevent their dissemination 
in the first place as there is a lack of consistency in the mechanisms used to remove 
harmful content and a lack of clear routes to seek redress after harm has been inflicted. 

At the same time, AI has also been used as a means to detect and report sexual harassment 
at work, such as the rise of the #MeTooBots in the workplace across the US and Europe, 
including the UK, which is part of efforts to develop AI technologies to monitor, detect, 
and report forms of sexual harassment at work where this has otherwise gone unreported 
(Eisenstadt 2022). These efforts include the introduction of AI tools that analyse and track 
digital communication and automatically flag and report anything problematic to Human 
Resources, absolving any need for the target of harassment to take action.  However, as 
Eisenstadt points out, issues with such tools occur because they tend to reflect societal bias 
regarding language so that language more commonly used by someone from a particular 
cultural or class background is more likely to be flagged as problematic. Furthermore, they are 
riddled with technical ‘failure’ due to the challenges of AI to grasp nuances, such as contextual 
clues, social and cultural signifiers, the nature of communication, and the relationship between 
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the people communicating. These failures, Eisenstadt notes, are particularly poignant 
in relation to sexual harassment as sexual harassment is often very hard to detect and 
depends upon the context, relationship, and positionality of the people involved (2022: 376). 

Generative AI
As noted above, the prevalence of existing stereotypes and gendered norms have been a 
significant part of debates on AI, most notably perhaps in discussions on AI assistants and 
robots. These concerns continue to be pertinent with the advancement of generative AI as 
research has shown how applications such as ChatGPT follow normative cultural signifiers, 
such as correcting non-gendered pronouns, ranking intelligence based on gender bias, 
and perpetuating gendered notions of jobs, skills and education (Singh and Ramakrishan 
2023). Moreover, reviews of how generative AI might impact on job displacement and job 
losses have highlighted the extent to which this might align with gender divisions in the 
labour market. While predictions about such shifts in the labour market remain speculative, 
research in Germany, for example, shows how men face a higher risk of displacement due 
to automation across all levels of qualification and work, whereas sectors such as social 
care and cultural jobs are less at risk of automation. On the other hand, these sectors 
may be at risk of devaluation due to their separation from digital skills (Kohlrausch and 
Weber 2020). However, Wilmers (2024) points out that with generative AI, higher paid 
occupations may be exposed to more risk, particularly with developments relating to Large-
Language Models (LLMs) that are increasingly used across non-routine cognitive work 
such as writing emails, coding, and designing. Indeed, significant concerns have been 
expressed from the creative industries about the impact of generative AI on job losses, 
particularly in areas where women are dominant in the workforce (Leslie et al. 2025). 
Research has also highlighted that across the global labour market, roles such as clerical 
work, human resources, retail jobs, call centres, and banking – roles that are sometimes 
referred to as ‘pink collar’ jobs as a reference to historically female occupied positions 
– are at a higher risk of automation (Lawrence, 2018; Schmidpeter and Winter-Ebmer, 
2018; Brussevich et al., 2019). This is pertinent where, as Dalingwater (2018) discusses, 
pink collar jobs are not something consigned to history, with an increasing feminisation of 
certain sectors continuing across France, Canada, the UK, and the US. It is also noteworthy 
that research into the impacts of generative AI on jobs have overwhelmingly been carried 
out by female researchers, breaking the pattern of STEM-related research more broadly, 
which may be indicative of its gendered distribution and impact in society at large.   
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Generative AI is increasingly being adopted to directly replace such jobs. For example, in 
the UK, the National Eating Disorders Association (NEDA) recently replaced their entire 
human helpline workforce with chatbots (Jung and Desikan 2024). Women may also be 
more at risk of being replaced as it has been shown that not only are many ‘pink collar’ jobs 
at risk from AI, but women have been found to be less willing to embrace generative AI at 
work, with 71% of men aged 18-24 compared to 55% of women globally saying they use 
generative AI at work each week (WEF 2024). However, how the impact of generative AI 
will impact workplaces in practice remains unclear. In their report based on an assessment 
of 22,000 work tasks across the UK economy, Jung and Desikan (2024) outline what they 
see as four phases of generative AI in the workplace. Phase 0 refers to experimentation 
and platform investment with only small scale use cases. In the first phase of generative AI 
deployment, back office jobs, more likely occupied by women, face increased risks. This, 
in turn, is likely to impact gender inequalities in the workplace more broadly that may also 
have consequences for subsequent phases as generative AI adoption migrates to ‘white 
collar tasks’ in phase 2 before processes start getting built around AI in phase 3 with tasks 
being transformed in ways we are not currently able to envisage. Importantly, however, they 
point out that generative AI is likely to be rolled out much faster than previous technological 
advancements and transformations which may make impacts greater without regulation 
and other societal measures to address risks properly in place. In this sense, Jung and 
Desikan argue that the future of generative AI and its impact on the workplace depends 
largely on the ability of policy makers to act swiftly to ensure it leads to higher quality, 
valuable, and more productive outputs by workers rather than replacing them entirely. 

Responses
As AI adoption advances rapidly across labour markets, gender inequalities are key to 
understanding how and with what implications this advancement is happening. Existing 
inequalities and new ones permeate the nature of adoption and how workers experience 
the realities of AI. With the rapid escalation of generative AI, these issues are possibly more 
pertinent than ever, especially as technological advancements have not been matched 
with appropriate channels to report, challenge and redress disparate impacts on women 
in particular. There have therefore been calls to ensure that the industrial strategy being 
put forward for AI in the UK is sufficiently ‘job-centric’ in a way that 1) protects existing 
jobs and ensures gains for workers; 2) boosts the creation of new tasks and support job 
transitions; 3) addresses the fallout from lower labour demand (Jung and Desikan 2024). 

Alongside this, the area of ‘Responsible AI’ has grown rapidly as part of delivering the  
government’s missions in the UK and also aligns with priorities set out in the EU and elsewhere. 
A key aspect of this is finding ways to concretely address gender bias and inequality in the 
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workplace based on greater transparency and accountability, and more inclusive approaches 
to the advancement of AI (Gross 2023). Such approaches include a focus on ensuring 
gender equality when training and developing algorithmic systems as a means of ensuring 
inclusive, responsible, and fair AI systems (Arisoy-Gedik and Ceyhan 2024). West et al. 
(2019) argue that this must also be accompanied by actions that work towards ending wider 
pay inequalities, addressing harassment, changing hiring practices and promotion pathways 
as a means of maximising diversity, as well as making hiring practices more transparent. 
For AI specifically, they stress the importance of transparency, rigorous testing across the 
lifecycle of AI systems, the inclusion of wider social analysis when researching bias in AI, 
and risk assessments to analyse whether some AI systems should even be designed at all. 

However, it has been recognised that advancing a job-centric industrial AI strategy 
also requires an enhanced role of unions and strengthened bargaining power (Kurz 
et al. 2019) as does the importance of ensuring worker voice within the workplace to 
avoid changes being left to employers or providers of AI systems (TUC 2020). Indeed 
Wilmers (2024) suggests that (generative) AI can drive a ‘new wave’ of collective action 
due to the need to bargain for collective goods. However, existing gender inequalities in 
organised labour may also be replicated in relation to new technologies. For example, 
Kohlrausch and Weber (2020) highlight that in the European platform economy, existing 
disadvantages for female employees remain, in part, because there is less institutional 
and union representation and bargaining power in female dominated work across 
European countries. As such, they ask whether female workers will be able to gain much 
needed and decisive bargaining power, and whether unions and workers will even be 
able to ‘create new tools of collectivisation under the conditions of digital labour’ (p.26).

These arguments point towards a recognition that to tackle gender inequalities in AI, there 
is a need to engage with ways to address structural and societal inequalities more broadly. 
This also means going beyond diversity policies that have dominated a lot of discussion on AI, 
such as greater inclusion of women in STEM and AI jobs as a way to address algorithmic bias. 
This may go some way in ensuring gender inequalities are foregrounded more in the design 
and adoption of AI, but it does not address wider issues around workplace cultures, power 
asymmetries, harassment, hiring practices, unfair compensation, and tokenisation (West 
et al. 2019). Doing so requires a wider approach that can also account for intersectionality 
in the ‘inherent and inherited bias’ of technological systems today (Devlin 2023). 
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AI Inequalities: 
Disabilities1

Summary
AI inequalities relating to disabled workers combine issues with both overexposure and 
invisibility within datasets that can disadvantage their ability to get or keep a job. Research 
has shown that in hiring, disabled candidates are systematically excluded from AI-driven 
processes that rely on streamlined or limited forms of experience and are often disadvantaged 
by the ableist attitudes within the design of assessment or profiling tools. Such inequalities 
are particularly stark in speech and facial recognition tools that are unable to account for 
different characteristics that may present more in disabled people and are also reflected 
in the way ableism is encoding into classifications of ‘fit’ or ‘success’ in an organisation. 
Certain tools and platforms adopted in workplaces have also been found to be inaccessible 
to some disabled workers and the use of algorithmic management techniques can conceal 
some disabilities while shifting accountability away from employers and management for 
the harmful impacts that may result. The advent of generative AI has been found to further 
risks of exclusion and discrimination against disabled workers as ableist bias has been 
found to be prevalent in tools such as ChatGPT, although it may be less likely to feature in 
current auditing processes. Calls have therefore been made to improve AI auditing to better 
account for experiences amongst disabled people and to ensure greater responsibility 
on the part of employers to ensure tools do not harm or disadvantage disabled workers. 

Introduction
Inequalities pertaining to AI are perhaps most starkly illustrated with regards to disabled 
people that bring together both issues of underrepresentation and overrepresentation 
in data simultaneously. The use of AI tools in work is entangled with social structures 
that exacerbates and perpetuates longstanding inequalities and injustices experienced 
by disabled people, as well as compounding such impact for those with multiple 
minoritised identities, such as disability, gender and ethnicity. As Goggin et al (2019: 
p.388) note, ‘discrimination in favour of able-bodied people, or ableism, stems from the 
way society structures itself to favour certain types of bodily and personal characteristics 
over others’, and this favouring of some characteristics over others is potentially what 
AI is entrenching in work. To some extent, structural impact stems from the encoding 
of ableist social attitudes and norms into the design of AI tools like assessment and 
hiring systems, and particularly with the datasets that are used to train AI models. 

1 The authors of the report have used language consistent with the social model of disability. Language used in studies cited 
in this report and therefore in quotes may differ from this.
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This often presents for disabled people as simultaneously excessive visibility or 
invisibility within datasets that can disadvantage their ability to both get or keep a job. 

Furthermore, the expansion of AI into hiring and management has created significant barriers 
for disabled people to enter and move within the labour market. In many sectors, AI hiring 
systems are simplifying the multiple kinds of experiences of disabled people while also 
discounting the structures, institutions, and environment a disabled person exists within. 
This reinforces both an discriminatory idea of an ‘ideal type’ of job candidate and also the 
medical as opposed to social model of disability. Experiences of algorithmic management 
also show that many disabled workers are having to grapple with inaccessible platforms 
and AI tools, particularly in gig work and crowd work. In addition, research so far suggests 
that generative AI is biased against disabled workers and especially autistic workers.

Such issues are particularly troubling as measures put in place to try and audit AI 
systems to ensure greater responsibility and fairness struggle to account for the diverse 
experiences of disabled people and are often not counted in standard auditing methods 
(Nugent and Scott-Parker 2022). There is therefore a real need to engage not just 
with AI’s impact on disabled people, but also with the mechanisms in place to act as 
safeguards for any negative impacts. As we go on to outline below, AI inequalities relating 
to disability are prevalent throughout uses of AI in the workplace, from recruitment 
and hiring to management and the rapid advancement of generative AI at work. 

AI in Recruitment and Hiring
The use of AI in the workplace is directly and disparately impacting disabled people by 
creating new barriers to them getting and maintaining a job. There has been substantial 
impact on disabled people in relation to the use of algorithms in recruitment and hiring 
processes. This includes a variety of tools and methods that pertain to a wide range of 
recruitment functions including candidate sourcing and engagement, candidate tracking, 
CV and resume screening, pre-employment assessments, and AI interviewing (Nugent et 
al 2020). Typically, AI hiring tools seek to identify candidates most likely to ‘fit’ or succeed 
in the workplace by comparing them to past employees or testing for personality traits 
associated with strong performance (Sánchez-Monedero et al., 2020, Dencik & Stevens 
2023). Furthermore, vendors often claim that their algorithms are not only more efficient 
but also less biased than human recruiters, thereby ‘allowing employers to improve hiring 
diversity’ (Tilmes 2022: 1). However, such algorithms have been identified as perpetuating 
disability discrimination in what can be harmful ways. One reason for this is that they 
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often attempt to measure and categorise aspects of the human body and thereby reify 
an ‘ideal’ type of candidate. For example, a particular AI product that has come under 
scrutiny is the Hirevue system which claims their ‘scientifically validated’ algorithms can 
select a successful employee by examining facial movements and voice from applicants’ 
self-filmed, smartphone videos. However, it has been noted that this tool has the potential 
to discriminate against many disabled people whose impairments significantly affect facial 
expression and voice, such as deafness, blindness, speech disorders, and surviving a 
stroke (Fruchterman and Mellea 2018). This is particularly problematic as HireVue have 
said that ‘facial actions can make up 29% of a person’s employability score’ (Engler, 2019). 
It should be noted that this particular component of HireVue’s product was subsequently 
removed following criticism, but controversial facial recognition technology has been used 
by other providers of AI hiring tools for the purposes of profiling candidates during interviews. 

Detailing some of the concerns about algorithmic hiring processes, Tilmes (2022) outlines 
several harms arising from how algorithms are used in hiring, creating additional, ableist 
barriers. Firstly, he notes that emotion analysis algorithms often misinterpret facial expressions 
of disabled people such as those with cleft lip or palate, achondroplasia, Down syndrome, 
and Parkinson’s disease ‘since they are omitted from training datasets’. Secondly, he 
observes that the gait and gesture processing software used in automated interviews are 
more error-prone when assessing the movements of people with tremors or amputations, 
while speech recognition AI tools also struggle to process the words of deaf people and 
those with speech impairments. Additionally, Tilmes notes that algorithms which assess 
sentiments in natural language ‘often rate the mere mention of disability as negative and 
toxic’. Finally, Tilmes highlights that while studies show that disabled people perform similarly 
on many aspects of employability, automated interviews are often weighted towards easily 
measured factors ‘such as a measured tone and eye contact’. As such, Tilmes argues that 
‘assessing applicants primarily in terms of abstract, quantitative factors does not preserve 
objectivity so much as obscure the underlying assumptions of AI designers’ (2022: 7). 
Alongside this, Nugent et al (2020: 11) highlight that gamified assessments raise additional 
concerns related to dexterity, vision impairment, and response time. This is because games 
often involve tasks that are ‘assessed based on speed of reaction to prompts and precision of 
responses, which may affect people with motor limitations, who need extra time or assistance 
to complete dexterity tasks.’ Moreover, they note that people with visual impairments 
‘may require magnification and colour adjustment and additional time’ while ‘people with 
cognitive diversity may require language adjustment and additional time to read prompts’.

The growing use of AI and software in personality tests within hiring processes has also 
proved harmful for disabled people. Again, this is reifying an ‘ideal’ type of candidate 
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based on ableist ideas of ‘success’. It is noted that, as these kinds of tools operationalise 
certain personality characteristics as indicators of job success for specific kinds of 
roles (despite no proven correlation with performance), they tend to disproportionately 
screen out disabled people and especially autistic people and those with mental health 
conditions (Fruchterman and Mellea 2018). Other indicators used to determine probability 
of successful performance, such as gaps in employment, also serve as proxies that 
discriminate against disabled people (ibid). As highlighted by a disability rights campaigner 
in the US, ‘Personality tests most directly get at disability in that they are designed in a 
way that asks questions that are trying to ferret out disability in many cases, particularly for 
those who have a psychiatric disability or autism’ (Claypool et al. 2021: 37). What is more, 
it has been observed that, used in this way, AI technology in many cases has enabled the 
removal of the direct accountability of employers, putting distance between human decision 
makers and the outcomes of hiring processes. As Claypool et al note (2021), this means 
the way hiring algorithms are designed can diminish disabled people’s chances at even 
getting an interview, let alone successfully obtaining a job, regardless of their qualifications.

Moreover, outcomes are heavily influenced by historical hiring decisions and so, since 
disabled people are twice as likely to be unemployed, they are less likely to be represented 
in data on past successful employees (Nugent et al 2020). This makes the prediction of 
the ‘fit’ of disabled applicants a problematic feature of AI hiring tools. Also, although there 
are many different forms of impairments and despite the large number of disabled people, 
the population is made up of many statistically small sets of people whose disabilities, 
impairments and conditions manifest in different ways (Givens 2020). This means the 
diversity of embodied experiences is not captured or represented by data and algorithms. 
For example, when a hiring algorithm studies candidates’ facial movements during a video 
interview, or their performance in an online game, a blind person may experience different 
barriers than a person with mobility or cognitive impairment (Givens 2020). Further, as 
the unifying purpose of different hiring systems is that they are designed to distil the 
vast array of information about applicants down to a few select predictable features for 
the purpose of making quantifiable and easily comparable decisions, such systems are 
inherently limited at understanding the diversity of human experiences (Dencik & Stevens 
2023). As Nugent et al (2020) point out, ‘when systems need to cope with the reality 
of human diversity, whether it pertains to disability, ethnicity, gender, and other features, 
they often interpret complexity as an abnormality, or outlier’. As a result, ‘predictability 
may come at the expense of the life chances of people with disabilities who are already 
faced with systematic disadvantages in securing employment’ (Nugent et al 2020: 6-7). 
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This point is reiterated by Goggin et al (2019: 504), who suggest that the broad 
spectrum of disabilities ‘makes it difficult, if not impossible, for programmers to account 
for differences in physical and mental characteristics when designing algorithms.’ 
They further propose that if programmers cannot account for such differences ex ante, 
there is an inherent problem with algorithms trying to interpret the actions, behaviour 
patterns and gestures of disabled individuals, as there are not enough of them to be 
properly represented in training datasets. Moreover, there is an intersectional aspect to 
representation in datasets that is bound up with the issue of who ‘counts’ as disabled. 
As Tilmes (2022) notes, legal recognition or diagnoses is mediated by other biases, such 
as many physicians’ undue scepticism about women’s experiences of chronic pain, and 
the false belief that Black people have an unusually high pain tolerance. Tilmes therefore 
suggests that, because intersecting axes of oppression impact on an individual’s ability 
to be recognised as disabled ‘the few disabled people officially recognized as such in 
training datasets seem likely to be disproportionately wealthy, white, and male’ (p.7). 

Yet, at the same time, there is also disproportionate overrepresentation of particular 
characteristics associated with disabilities. Because vulnerable populations are often 
subjected to disproportionate scrutiny, their missteps are more likely to get noticed, recorded, 
and used to train algorithms. Tilmes (2022) gives the example of language processing AI in 
the US, which links the mention of disability to addiction, homelessness, and violence, ‘since 
data about disabled people is gathered disproportionately in those settings’.  Similarly, as 
Engler (2019) suggests, characteristics such as typical enunciation and speaking at a 
specific pace are qualities that might correlate with effective salespersons. Consequently, 
disabled people will not benefit if their qualities manifest physically in a way the algorithm 
has not seen in the training data: ‘if their facial attributes or mannerisms are different than 
the norm, they get no credit, even if their traits would be as beneficial to the job’. This means 
that disabled people are more likely to be negatively overrepresented in training data, and, 
as the model treats such traits as undesired traits to receive less weighting, disabled people 
—like other marginalized groups—risk being excluded as a matter of course (Givens, 2020).

Finally, the structural impact of uses of AI in hiring (and management) is heightened by the 
fundamentally problematic way in which disability is rendered quantifiable by algorithms 
and abstracted away from their social context. Some argue that this means the use of 
AI in the workplace has had the effect of valorising the medical rather than social model 
of disability. In brief, the former pathologises disability, treating it as an impairment, while 
the latter views disability as a social construct arising from ‘prejudiced attitudes and 
inaccessible environments that mark different embodiments as pathological’ (Tilmes, 2022: 
2). Tilmes (2022; 2020) has written extensively about this and, as he emphasizes, ‘making 



Page : 36 - AI Inequalities at Work

sense of algorithmic discrimination against disabled people hinges on how one defines 
disability’. There is arguably a deep-rooted injustice with how we define and measure 
ambiguous criteria like ‘fitness’ and ‘employability’ because it reflects and reproduces 
structural ableism (Engler, 2019; Tilmes, 2022). In attempting to quantify and measure 
disability, disability status is often modelled as a one-dimensional variable, despite the fact 
that definitions of disability are fiercely contested, and that impairments are embodied in 
shifting ways that cannot be captured by one variable (Tilmes 2022).  In this vein, Whitaker 
et al (2019) suggest that this also illuminates the limitations of relying on processes of 
‘debiasing’ AI, which they suggest rest on ‘limited and essentialist reading of fluid and 
socially constructed categories of identity’ (p.11).  Thus if we understand disability as a 
product of disabling environments, ‘it is identity that can only be understood in relation 
to a given social and material context’ (ibid). Their report cites Meryl Alper’s observation 
that ‘efforts to better include individuals with disabilities within society through primarily 
technological interventions rarely take into account all the other ways in which culture, 
law, policy, and even technology itself can also marginalize and exclude.’ Ultimately, 
disability is made legible to AI in terms of medical diagnoses because aspects such 
as social context and the built environment are harder to measure (Tilmes, 2022). For 
example, if disabled people score lower on a given pre-employment test, ‘to operationalize 
disability without accounting for the ableist structures at the root of that performance gap 
cannot help but attribute that gap to bodily failures’. Tilmes calls this ‘algorithmic ableism’.

AI in Management
A key issue in inequalities pertaining to uses of AI in management is the way algorithmic 
management techniques create adverse experiences for disabled people, particularly in 
crowdwork and gigwork. Sannon and Cosley (2022) point out that disabled workers in 
the gig economy face several challenges around task and platform accessibility, as well as 
around performance monitoring and evaluation, which stem from platforms being structured 
in ways that penalise disabled workers. Similarly, Claypool et al (2021) highlight that how 
algorithms are used to manage employees poses new challenges for disabled individuals 
to successfully maintain a job and can shift accountability away from employers to provide 
workplace accommodations. Indeed, they suggest that the use of algorithms in gig work 
to remotely oversee and manage human workers is problematic as it can be used to hide 
discrimination, surveil individuals, and distance companies from the effects of their decisions. 
One example is Amazon’s Flex program in which drivers pick up and deliver packages using 
routes indicated on an app and receive incentives and penalties from the app to guide their 
behaviour. As these kinds of AI tools are purported to foster efficiency - and often speed 
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- they are unlikely to accommodate for the lived experiences of disabled workers. Indeed, 
Amazon’s algorithmic management system has been reported to fire the slowest people, 
regardless of the individual’s impairment or access needs (ibid: p.38). Similarly, Tilmes 
(2022) highlights that disabled people who work slower than the average speed or have 
difficulty with CAPTCHAs (systems used to distinguish a human user from a robot) may be 
labelled as bots and are therefore barred from digital crowd work platforms such as Amazon’s 
Mechanical Turk (MTurk). Furthermore, a study of 120 common types of MTurk tasks found 
that few comply with Web Content Accessibility Guidelines (Sannon and Cosley, 2022). 
For Sannon and Cosley, accessibility is an issue in MTurk because third party requesters 
design the tasks, often without accessibility in mind, and this means that ‘tasks also often 
don’t support the assistive technologies that expand disabled workers’ abilities’ (p. 13).

At the same time, there is also some evidence that disabled people could potentially benefit 
from crowdwork. Zyskowski et al (2015: 1683) suggest that the history of the struggle for 
equality in employment opportunities for disabled people is important in understanding 
how crowdsourcing can potentially offer a form of employment for disabled workers. 
They argue this is because the features of crowdwork may offer a unique proposition for 
disabled workers, such as the ability to work from home, avoid the frustrations of navigating 
inaccessible transportation, vary the pace of individual or multiple tasks, set a flexible work 
schedule, determine whether or not to reveal one’s impairment or condition, and use their 
personal adaptive technologies. However, in their study with 24 disabled workers across 
four categories of gig work (delivery services; ridesharing; crowdwork; online freelancing), 
Sannon and Cosley (2022) found that these workers face inaccessible tasks, a lack of 
control and agency in the face of ability-unaware algorithms, and mismatches between 
customer expectations and worker abilities that lead to unfair evaluations. More broadly, 
they note that these kinds of challenges ‘require a great deal of “invisible labor” that harms 
workers’ health and income’, often meaning that disabled workers ‘may earn less than 
workers without disabilities’ (p.4). They go on to highlight another study as an example 
that showed that while autistic people were able to complete most crowd work tasks, they 
took longer to complete than most workers, and ‘longer completion times likely contribute 
to why crowdworkers who identify as having a disability earn $2.80/hour, versus $3.14/
hour earned by workers without disabilities’ (pp.4-5). However, it is worth noting that some 
gig companies are also actively working to hire disabled individuals. Lyft, for example, has 
partnered with the National Association of the Deaf to hire more deaf drivers, and Uber 
built a partnership with Communication Service for the Deaf to improve the experience 
for deaf drivers (Claypool et al, 2021). It is important to note, though, that concerns have 
been raised about research showing poor employment experiences of disabled people in 
insecure work including low pay and negative impacts on their health (Navani, Florisson and 
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Wilkes 2023). In addition, UK research shows that employers who encourage applications 
from disabled people do not necessarily provide accessible employment policies or 
practices to support and retain disabled people when in work (Bacon and Hoque, 2024).

Furthermore, there are also ways in which AI could enhance the diversity of workers within 
organisations. For example, automated team assembly systems use AI to create teams 
based on particular team-formation criteria and by suggesting potential teammates (Zhuang 
and Goggin 2024). An example is mydreamteam, a web-based tool used to facilitate team 
assembly developed by researchers from Northwestern University ‘which uses preference 
matching and network heuristics to provide recommendations for team formation’. Although 
Zhuang and Goggin note that these tools have implications on building and designing 
for more diverse teams at work and consequently for disabled people’s inclusion at 
workplaces, they also point out that research conducted by Northwestern suggests that the 
use of diversity parameters in these tools may pose problems. They suggest that ‘making 
visible levels of diversity in teammate recommendation systems may in fact undermine 
diversity as individuals have a higher propensity to avoid having more diverse teams’.

There is also the issue of compounded impact. The systemic disadvantages of platform 
work, such as being low-wage and precarious, compound with the disadvantages already 
faced by many disabled people. In terms of the gig economy, for instance, disabled workers 
are further impacted by the self-employed status of this kind of work, at least in countries 
where this legal definition applies. This is because, defined as independent contractors, 
gig economy workers receive no protective benefits such as social security and sick leave, 
which is likely to have a disproportionate impact on disabled people (Claypool et al, 2021). 
As noted by Claypool et al, due to historic discrimination and added barriers, disabled 
people also face a higher cost of living that would make losing these benefits or protections 
extremely difficult. This also points to the intersectional character of inequalities pertaining 
to AI, and how they impact on disabled people who embody other minoritised identities 
such as ethnicity, race and gender. For instance, in the aforementioned study of 24 disabled 
workers, Shannon and Cosley (2022: 19) found that these workers faced ‘new, complex 
challenges that were compounded by the intersection of these identities’. They illustrate these 
challenges through several vignettes, for example one participant, a Black delivery driver, 
had to engage in additional labour to protect himself both on account of his disability and 
his race, but at the same time, both of these marginalising factors also reduced his earnings 
relative to other drivers regardless of whether they were disabled. Another participant, a 
gay, non-binary rideshare driver who had PTSD, panic disorder, and generalised anxiety 
disorder, ‘struggled tremendously’ with maintaining a traditional job, and turned to gig 
work for its flexibility. However, highlighting the complicated interactions that intersectional 
marginalisation can cause disabled gig workers, this particular participant was exposed to 
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additional harassment on the basis of their gender identity that in turn exacerbated their 
mental health disorders, ‘reducing their ability to both hold traditional jobs and do gig work’.  
As such, Shannon and Cosley illustrate how ‘the interaction of disability, discrimination, 
and economic need’ can lock workers into cycles that are hard to escape (p.21).

Generative AI
Generative AI is increasingly being used across different workplace processes. In hiring, 
one common example is resumé screening, where AI is used to rank resumes, a task for 
which the use of large language models (LLMs) such as ChatGPT is becoming much 
more common (Glazko et al, 2024). Glazko et al (2024) carried out a resumé audit to detect 
and evaluate ableist bias that the model GPT-4 may have against disabled people during 
resumé screening. To do this, they used a control CV, with disability-related information 
omitted, and six synthesized enhanced CVs for different impairments, with disability-related 
information included. The six CVs were enhanced with an additional leadership award, 
scholarship, panel presentation, and membership that are disability-related. The authors 
represented five specific impairments in the enhanced CVs: depression, autism, blind, 
deaf, cerebral palsy, and one non-specific impairment, ‘Disability’  (p.689). As the authors 
state, ‘an unbiased system should always choose the enhanced CV [ECV] over the CV, 
since the ECV contains additional awards, presentations, and leadership evidence but is 
otherwise equivalent’ (p.692). Their results point to GPT-4 being biased in several ways. 
Firstly, there was a strong preference for the CV over the ECV (which was only ranked 
first in 15/70 trials). Secondly, there is an indication of bias against autism since, of all the 
enhanced CVs, the ECV associated with autism was ranked first least - 0 times compared 
to the control CV. The deaf condition enhanced CV followed closely after, ranking first 
only once out of ten trials. Depression and cerebral palsy were ranked first twice each, 
and general ‘disability’ and blindness were both ranked first 5/10 times. This indicates 
that with generative AI there may be a need to further consider how the use of AI in 
employment is audited as it introduces new features that may not be captured by existing 
auditing methods at the same time as potentially being more widely used by employers. 

As further discussed in the section on minority languages, the growing reliance on LLPs 
such as ChatGPT to carry out tasks at work, may also present further barriers to those who 
rely on minority languages, including sign language and braille, that often lack a sufficient 
corpora to facilitate the development of appropriate genAI tools. This then highlights 
the need to actively invest in different infrastructure, including linguistic infrastructure, 
to ensure that new technologies can also support a wide range of workers’ needs. 
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Responses
Significant efforts have been made towards improving design in AI to better account 
for disability, mostly in terms of finding ways to remove data that might act as proxies 
for disability or making disability explicitly visible in design to correct for algorithmic 
outputs (e.g. research in the academic community FaCCT that engages with fairness 
in machine learning and AI). However, Tilmes (2022) considers this form of fairness in 
design as a limited approach and instead proposes ‘disability justice’. This would go 
beyond technical adjustments to training data and input–output relations by serving as 
a framework ‘for reasoning about how ableist structures and norms subtly configure 
and restrict the ostensibly objective aspects of AI design’ (p.8). As well as structures 
and norms, disability justice would also entail deeper analysis of how data analytics and 
machine learning help to define and redefine concepts such as disability and fitness. Thus, 
this would encompass centering analysis of assumptions and values in design; closing 
gaps between stakeholders; and pursuing policies that empower further activism. Tilmes 
suggests that, practically, by reflecting on values encoded into targets like ‘fit,’ we can 
draw out legitimate indicators of employability, such as word choice, ‘from ones steeped 
in ableist norms and unrelated to performance, such as speech patterns and tone’ (ibid).
Others place more emphasis and onus on the responsibility of stakeholders, such as 
employers but also technology companies and suppliers, to ensure any AI tool does 
not harm minoritised or marginalised workers including disabled workers. For example, 
Givens (2020) suggests that employers must interrogate the actual variables being 
considered and weighed in the algorithms themselves. In doing this, Givens proposes that 
employers ask core questions such as ‘does a hiring test evaluate factors that truly relate 
to the job in question? Does it assess candidates on their individual merits, rather than 
inferences about disability? Was the test designed and reviewed by people with diverse 
lived experiences, to identify potential barriers?’ Further, Engler (2019) suggests that for 
algorithms that are crucial in hiring, companies should publicly release bias audit reports 
that include summaries of the predictions made across subgroups, especially protected 
classes, ‘rather than simply claiming their models have been evaluated and are bias-free’. 

Similarly, Nugent et al (2020) suggest a range of questions that can be asked by different 
employer stakeholders during the procurement of AI hiring systems in order to better prevent 
harm and which serve as ‘intervention recommendations’ for improving hiring AI systems. 
For example, they suggest strategy stakeholders ask themselves ‘does this technology 
align with our organizational strategy to increase diversity and representation?’, and ‘which 
people at my organisation should be involved in the decision to investigate, procure and 
apply systems so as to create a governance process that does not adversely impact 
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disadvantaged and disabled employment seekers?’. HR and operations stakeholders should 
ask ‘what are the benefits and risks of this technology for disabled and other disadvantaged 
employment seekers?’ and ‘was a shared understanding of inclusivity and fairness—with 
specific reference to eliminating the root causes of disability related discrimination—
designed into this technology?’ In addition, procurement stakeholders should ask ‘has this 
supplier proved their products are safe for disabled and other disadvantaged employment 
seekers before you purchase?’ and ‘How has the supplier actively involved PWD to test 
and validate its products?’ Furthermore, some job search platforms utilise algorithms in 
favour of disabled job seekers, such as Hireautism and Inclusively. These platforms allow 
for disabled jobseekers to list more broadly their strengths, interests and needs, and are 
developed with disabled people and their communities (Zhuang and Goggin, 2024). And 
while AI is used to match disabled job seekers with employers, these platforms ‘also rely on 
broader attitudinal change to persuade employers to come onboard and support their cause’.

From a regulatory perspective, Kelly-Lyth (2023) argues that EU equality law imposes a duty 
on employers which requires consideration in the context of algorithmic decision-making: 
the duty to make reasonable accommodations for disabled persons. This duty means that 
employers must take ‘appropriate measures’ in individual cases to enable persons with 
disabilities to access, participate, and advance in employment. Such duties would also 
extend to UK equality law and employers in the UK must adhere to the Equality Act 2010 
including the duty to make reasonable adjustments. Kelly-Lyth therefore suggests we can 
use the existing framework as it ‘already recognises the need for employers to respond 
to the uniqueness, fluidity, and context-specificity of disability through the reasonable 
accommodations obligation’ (p.164). Crucially this would require both system-level design 
changes, on the basis that disabled people are structurally disadvantaged, as well as 
individualised adjustments on a case-by-case basis, because every impairment is unique. 
Buyl et al (2022) also see opportunity in EU equality law, suggesting that ‘failure to provide 
reasonable accommodation to a person with disabilities by an automated hiring system 
amounts to prima facie discrimination, thus shifting the burden of proof to the defendant’ 
(p. 1072). In this context, they argue that the prohibition of discrimination requires ‘more 
than a mere refraining from unequal treatment, it may also require an adjustment of an 
apparently neutral provision or practice if this creates a particular disadvantage for 
members of a protected group’ (p.1074). They therefore propose that a specific application 
of the duty of reasonable accommodation ‘could be to provide an alternative hiring 
procedure for people with disabilities who fear to be treated unequally’, and in practice 
this could be fulfilled by the opportunity to opt out of the AI-driven selection procedure 
and demanding human intervention. Further, the authors add that data-driven solutions 
to the duty to make reasonable accommodations are inherently limited and infeasible 
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as  ‘AI systems struggle to supply reasonable accommodation due to a heterogeneity 
that is unique to PWDs [people with disabilities] as a protected group’ (p.1080). 

Finally, with regards to algorithmic management in platform work, Sannon and Cosley 
(2022) asked disabled workers how gig work could be improved and found that workers’ 
suggestions included improving transparency in relation to task selection by providing 
disabled workers with more detailed task descriptions that would help them make more 
informed decisions. It also included giving workers more control over workflow and adaptable 
tasks, as many workers wanted to be able to adapt work processes to their abilities. In 
addition, several workers brought up the desire for an option to indicate impairments on 
gig platforms that might help algorithms better assign tasks based on workers’ abilities. 
However, at the same time, workers were worried that sharing their impairment, disability or 
condition would open them up to discrimination from the platforms or could cause them to 
lose access to work altogether and were uncertain whether they would actually use such a 
feature. The authors therefore suggest an alternative solution could focus on workers’ and 
customers’ preferences about characteristics of tasks rather than requiring workers to share. 
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AI Inequalities: 
Ethnicity2

Summary
The use of AI in workplaces has been found to discriminate against Black, Asian and 
Minority Ethnic workers based on both direct and indirect forms of discrimination. Although 
the design of particular AI models may not explicitly use demographic data about ethnicity, 
other data can serve as precise proxies for such characteristics in ways that result in direct 
forms of discrimination. In general, AI tools have been found to reflect racialised norms 
including in the use of such tools for assessments or profiling of workers based on voice, 
facial expressions, or language, with ethnic minorities more likely to be disadvantaged. Black, 
Asian and Minority Ethnic workers are also disproportionately exposed to surveillance and 
performance assessments linked to data-driven technologies as they are overrepresented 
in sectors where such technologies are most widely used. At the same time, some workers 
from ethnic minority backgrounds, and particularly migrant workers, have been found to 
prefer employment with a heavy reliance on algorithmic management, such as platform 
labour, as they feel they are less exposed to direct interpersonal discrimination. However, 
several cases of racial discrimination within the gig economy have been exposed and 
there are ongoing disputes about the use of some AI tools. Generative AI has been found 
to further racial stereotyping and discrimination when used, for example, for ranking 
potential candidates. Efforts have therefore been made to impose stricter auditing on AI 
tools used in employment and toolkits have been developed to assist with bias mitigation. 

Introduction 
The advent of AI in the workplace is the subject of both direct and indirect discrimination 
experienced by racialised and ethnic minorities. As Atkinson and Collins (2024) have pointed 
out, unlawful direct discrimination in work can occur even when algorithmic systems do 
not make use of protected characteristics such as race or sex in their internal operations, 
because decisions or recommendations that are based on characteristics or combinations 
of data points can act as precise proxies for protected characteristics. Characteristics such 
as names and language spoken have proven to serve as proxies in hiring and generative AI 
that can lead to discriminatory outcomes. In addition, algorithmic management practices also 
amount to unlawful indirect discrimination where they put protected groups at a ‘particular 
disadvantage’ that cannot be justified as proportionate. At the same time, it is important 
to recognise that research has also found that some workers from ethnic minorities, and 

2 The authors of the report have used language consistent with TUC Cymru guidance. Language used in studies cited in this 
report may differ from this.
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migrant workers in particular, feel that algorithmic management, especially in platform labour, 
is a fairer system because it is seen to do away with the kind of direct discrimination that 
such workers may experience otherwise from managers. They therefore might actively seek 
it out as a preferred form of work to standard employment (Bonhomme & Muldoon 2024).

Yet research indicates that although it may not appear in the same form as direct 
discrimination, AI has been shown to potentially embed and exacerbate structural forms 
of discrimination in the attempt to provide singular certain outputs such as normative 
measures like ‘success’.  ‘cultural fit’ and ‘employability’ that underpin AI across hiring to 
management. Significantly, this can risk amplifying and reproducing institutional, systemic 
and structural forms of racism that fundamentally limit opportunities for Black, Asian and 
Minority Ethnic workers. As illustrated below, these are different to interpersonal racism, 
which is the kind of bias that many AI hiring tools claim to eradicate and that platform workers 
welcome algorithmic management as an answer to. Accounting for forms of structural 
impact helps us to disambiguate the notion of algorithmic bias and illuminates the social 
limitations of technical fixes and the ‘debiasing’ of hiring, management and generative AIs.

Importantly also, research on this topic has so far overwhelmingly concentrated on the gig 
economy. As Wood (2024) highlights, ‘empirical research into algorithmic management 
in non-platform work settings remains largely confined to warehousing…with a few 
exceptions exploring manufacturing…and also retail.’ Of these, only few studies explicitly 
mention Black, Asian and Minority Ethnic workers and there is a disproportionate amount 
of research studies on this topic focused on the US. What follows is therefore limited by 
these research gaps as we outline the multifaceted ways in which AI inequalities relate to 
questions of race and ethnicity and explore prominent examples identified by research that 
illuminate how the advent of AI in the workplace is impacting disproportionately on some 
groups of workers. We start by looking at hiring processes, before addressing the use of AI in 
management and the rise of generative AI, and then providing a review of relevant responses. 

AI in hiring and recruitment
Racial and ethnic discrimination has been highlighted as a concern at every stage of the hiring 
process, from job searching and job adverts to interviewing. For instance, the European 
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Network Against Racism’s (ENAR) 2020 report into hiring AI systems highlights numerous 
examples of both indirect and direct discrimination of racial and ethnic minority candidates 
in nearly every aspect of the hiring process, highlighting various ways in which racial and 
ethnic minority candidates can be eliminated and excluded with the use of automated 
hiring. From the outset, for example, targeted job adverts can optimise discrimination by 
using attributes that act as a proxy for race, such as names, postcodes, or membership 
of particular social media groups (Vinod Bhatia et al. 2024). Further, even when open or 
‘inclusive’ targeting parameters are set, advert delivery can still end up being unintentionally 
skewed across racial and gender lines by, for example, making it more expensive to target 
adverts at some groups of job candidates (2020: 13). In addition to job adverts, job 
searching platforms can also produce algorithmic discrimination through preference for 
some languages over others. For instance, in its 2023 report ‘Discriminatory By Default?’ 
The Equal Rights Trust explored several case studies of algorithmic systems and found 
that an online platform implemented by the government of Paraguay to help people find 
jobs, called ‘ParaEmpleo’, was discriminating on the basis of nationality and language. 
The intention behind the deployment of this platform is that job-seekers use it to create a 
profile, listing their relevant qualifications, skills and specialisations, and the ParaEmpleo 
algorithm then ‘matches the user with employment opportunities suited to their profile and 
recommends relevant courses to increase their chances of finding employment’ (Equal Rights 
Trust, 2023: p.12). However, ParaEmpleo is available to use only in Spanish and English 
despite the fact that the country has two official languages, Spanish and Guaraní, and that 
approximately 90% of the population speak Guaraní. In particular, the report highlights that, 
as Guaraní is spoken by the indigenous Guaraní people, many of whom are not bilingual, 
the ParaEmpleo’s accessibility ‘is not only limited on the basis of language, but also in a way 
which disproportionately impacts on the members of the Guarani ethnic group’. In this sense 
discrimination was built into the ParaEmpleo system from its inception, prior to any work to 
develop or design the system, when the choice was made to restrict the language of operation.

In addition to job adverts and job search platforms, uses of screening algorithms to 
eliminate candidates early on in the hiring process who do not meet the desired criteria 
can also introduce racial bias. One example of this is that HR chatbots can be trained to 
use a specific database of employee language phrases to guide conversation, yet they are 
severely limited when it comes to processing and mimicking written and spoken language 
which does not belong to the dominant group (ENAR, 2020 14). As ENAR highlights, 
speech recognition from all of the major technology producers shows a significantly 
higher error rate with people who are Black, misunderstanding between 25 and 45% 
of words spoken. Video interviews, meanwhile, allow employers to use AI to rate videos 
of each candidate according to verbal and nonverbal cues, but the software reflects the 
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previous preferences of hiring managers meaning that if more white males with generally 
homogeneous mannerisms have been hired in the past, ‘algorithms will be trained to 
favourably rate predominantly fair-skinned, male candidates while penalising women and 
ethnic minorities who do not exhibit the same verbal and nonverbal cues’. Moreover, as we 
have seen previously, technology companies are making strong claims about the efficacy of 
facial movements to process emotion during video interviews, but these are assumed to be 
cross-cultural, whereas the evidence base is limited in its reliability, lack of specificity and 
limitations to the generalisability. For example, ENAR demonstrates that skin colour and face 
shape can significantly alter results, ‘with Black profiles associated with anger or contempt, 
while Asian faces are perceived as blinking repeatedly (associated with nervousness or 
deceit)’ (ibid). In terms of the former, the technology reproduces human bias, ‘requiring 
that black professionals must amplify positive emotions to receive parity in their workplace 
performance evaluations’. In terms of the latter, this discrimination is based on face-shape 
perception by the technology. What is more, skin colour can even affect ‘whether an AI 
interview recognises a person is present, and whether it begins or continues the interview’. 

Another common AI tool in hiring is assessments, such as ‘neuroscience’ web and mobile 
games that are used to measure cognitive, social and emotional traits of candidates, like 
processing speed, memory and perseverance. These assessments focus on selecting 
candidates that reflect current ‘top performers’ in the workplace, despite a lack of objective 
bases on which to identify ‘top performers’ that are free of bias. Tests which measure cognitive 
ability and personality (used for ‘cultural fit’ assessments) have long been suspected to be 
inherently discriminatory against racial and ethnic minorities as well as disabled people (ENAR 
2020). Further, ENAR points out that ‘cultural fit’ indicators, such as hobbies or interests, 
are often strongly correlated with certain nationalities or racial groups. This means that, in 
relying on data about people who are perceived as ‘high performers’, or ‘long stayers’ within 
organisations (the latter being impacted by issues of racial harassment, exclusion or return-
to-work discrimination against women, for example), automation and predictive tools also 
run the risk of reproducing these biases. All of these examples illustrate that automation and 
AI make possible racially discriminatory outcomes in every stage of the recruitment process.
As such, the classification schemes that automated or predictive tools operationalise to 
‘measure’ job applicants are not neutral or objective but based on existing cultural norms 
and values that are not free from racial inequalities. As a result, it is important to distinguish 
between different kinds of bias when we account for the impact of AI in work and consider 
automated hiring as reproducing structural, institutional and systemic racism on top of 
interpersonal racism. According to Bogen and Rieke (2018), the term “bias” in relation to AI 
is often used to refer to interpersonal bias - ’prejudices held by individual people, whether 
implicitly or explicitly’ - and has long plagued hiring processes. Similarly, ENAR defines 
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interpersonal racism as the bias that occurs ‘when individuals interact with others and their 
personal racial beliefs affect their public interactions’ (2020: 6).  This matters because 
hiring biases are produced partly by unconscious bias, which favour some groups more 
than others, while conscious biases for particular types of career history, education, areas 
of interest, also play a large part in which job applicants we select. Many AI and automated 
hiring tools promise to remove bias from the recruitment funnel but, even if this were possible, 
this relies on a selective understanding of racial bias that is limited to interpersonal racism. In 
fact, ENAR argue that a focus on unconscious bias ‘means that there is little attention paid 
to the much larger problem of structural discrimination, which produces and perpetuates 
accumulated disadvantage through blocked access to key institutions and opportunities’, 
and institutional racism, ‘which affects how organisations interact with minority ethnic 
candidates, for example through policies and workplace cultures that serve to benefit 
certain workers and disadvantage others (Bogen and Rieke, 2018). For ENAR these are 
precisely the types of bias which technology reproduces and amplifies at speed. Similarly, 
Bogen and Rieke (2018: 7) argue that structural kinds of bias act as barriers to opportunity 
for job seekers ‘especially when predictive tools are involved’. They note, as many social 
patterns related to education and work reflect troubled legacies of racism, ‘blindly replicating 
those patterns via software will only perpetuate and exacerbate historical disparities’ (p.9). 

The structural dimensions of racial and ethnic bias are reflected in the use of existing 
data sets to train algorithms, particularly in machine learning tools tasked with automation 
and prediction. This means that data from the existing workforce, either within a specific 
organisation or sector or labour market at large, is the basis for those measures mentioned 
above, be that cultural fit, cognitive and emotional responses, or salary prediction, in 
order to determine whether a candidate is worth hiring or not. This is not a technical 
problem but the result of structural and systemic racial inequality, as the lack of diversity 
in the data pool is often a direct result of biased hiring and employment practices 
(ENAR, 2020). Consequently, as ENAR suggests, ‘trained on the existing workforce 
and performance benchmarks determined from the successes and perceived failures 
of those who already work for the organisation, new hires continue to resemble those 
hired before (as they are all based on the same characteristics and means of portraying 
those characteristics)’ (p.9). Further, Bogen and Rieke (2018) highlight that these patterns 
can also emerge as tools are used, particularly when models are built to learn and 
adapt to the preferences of its users over time. Importantly, in this regard removing or 
obscuring sensitive factors like gender and race will not prevent predictive models from 
reflecting patterns of bias. This also means that ‘debiasing’ approaches to algorithmic bias 
will often be insufficient. As West et al (2019: 10) argue, ‘it is not just that AI systems 
need to be fixed when they misrecognize faces or amplify stereotypes. It is that they 
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can perpetuate existing forms of structural inequality even when working as intended’.

A related issue here that affects both hiring and algorithmic management is the simplification 
of racial and ethnic categories within algorithmic systems (which also applies to other 
protected characteristics such as gender and disability). When a system differentiates 
between groups of people for a particular purpose based on their ethnicity or gender 
it gives them particular meaning but these categories are constructed in particular 
contexts. This means descriptions of racial or ethnic groups adopted in the United States, 
for example, have different outcomes when applied in Europe (ENAR, 2020; Sanchez-
Monedero et al. 2020). However, as ENAR points out, ‘algorithmic systems frequently 
model those categories as fundamental attributes of people’. Thus, ‘in an attempt to 
increase the “elegance” of an algorithm’, categories such as gender, race, ethnicity 
and disability must be simplified. ENAR suggests that this process can lead to the 
exclusion or alienation of those whose identities ‘are poorly served by a lack of nuance 
and complexity in definition’ such as individuals who are mixed race or dual nationality, 
potentially forcing ‘conformity to definitions which fit within predominant categories’. 
Furthermore, algorithmic systems which rely on simplistic yes/no categorisations run into 
difficulties when comparing intersectional experiences, such as a white man compared 
with a black disabled woman (Sanchez-Monedero et al. 2020). For West et al, these 
simplistic classification structures are likened to histories of ‘race science’ and ‘are a grim 
reminder that race and gender classification based on appearance is scientifically flawed 
and easily abused’ (2019: 3). They argue that ‘systems that use physical appearance as a 
proxy for character or interior states are deeply suspect’ such as tools that claim to assess 
worker competence via ‘micro-expressions’. Not only does this actively replicate patterns 
of racial and gender bias ‘in ways that can deepen and justify historical inequality’ but the 
commercial development and deployment of these tools is a significant cause for concern.

Another important factor in structural impact is that many of the technology companies 
that develop hiring and algorithmic management systems have a significant lack of diversity 
within their workforces. As West et al (2019) highlight, there is a diversity crisis within the AI 
sector in relation to race and gender. For example, they point out that at the time of writing, 
only 2.5% of Google’s workforce is Black, while Facebook and Microsoft are each at 4%. 
They argue that, ‘given decades of concern and investment to redress this imbalance, the 
current state of the field is alarming’. Moreover, they suggest this is a systemic issue that 
acts as a structural cause of further bias because there is a ‘close relationship between 
these workplaces with discriminatory practices and discriminatory tools: a feedback loop 
that is shaping the AI industry and its tools’ (p.9). This has been suggested elsewhere, for 
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example Zapata (2021) argues that because ‘Silicon Valley is still prominently populated 
by white people, with men comprising the majority of leadership positions’ that ‘begs the 
question of how the technology industry can create fair and balanced AI for the masses 
if there are still diversity challenges within the very teams designing and implementing 
the algorithms upon which that AI relies.’ In this regard West et al. (2019) indicate that 
addressing the structural biases generated by hiring and management AI will need to 
grapple with the systemic issue of lack of diversity in the organisations that develop these 
technologies. Again, this renders technical fixes ‘futile’ for the authors, as ‘only by examining 
discrimination through the lens of its social logics (who it benefits, who it harms, and how) 
can we see the workings of these systems in the context of existing power relationships’.

AI in management 
The concerns raised above stretch across both the use of AI in hiring as well as management 
and follow many of the same patterns. However, the use of AI in not only directing and evaluation 
workers, but also discipling workers has raised further questions about its potential harm 
for particular groups of people. For example, to manage workers, Uber has implemented a 
facial recognition system called ‘Hybrid Real Time ID Check’ (RTID) in order to authenticate 
drivers’ identities and prevent them from sharing access to their accounts (Worker Info 
Exchange, 2021: 17). Introduced in April 2020, the RTID incorporates Microsoft’s FACE 
API facial recognition software and requires drivers and couriers to periodically take real-
time selfies to continue using the Uber app. The photo is then checked against the driver’s 
account profile picture (and in some jurisdictions, against public databases to ‘prevent 
identity borrowing or to verify users’ identities.’) (ibid). There have been a number of cases 
so far where ethnic minority Uber workers have been discriminated against and lost 
their jobs because the RTID system incorrectly failed to authenticate their selfie photos. 

In October 2020 Imran Javaid Raja, an Uber driver, was dismissed from his job and 
reported to Transport for London after he failed two facial recognition checks via 
the Uber driver app. Transport for London then revoked Imran’s private hire driver and 
vehicle licence without any notice or without allowing him any opportunity to represent 
himself, review the evidence or present an appeal (Farrar et al, 2021: 1). In November 
2021, Pa Edrissa Manjang, who is Black, was deactivated as an UberEats courier due 
to selfie verification failure. Pa was not given any warnings or notified of any issues until 
his dismissal; the RTID verification system appeared to approve all of his photos with a 
green check. Following his dismissal, Pa sent numerous messages to Uber to rectify the 
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problem, specifically asking for a human to review his submissions. Each time Pa was told 
‘we were not able to confirm that the provided photos were actually of you and because 
of continued mismatches, we have made the final decision on ending our partnership 
with you’ (Worker Info Exchange 2021: 18). In addition, Abiodun Ogunyemi, a Nigerian 
Uber Eats driver was locked out of the app in March 2021 after several failed attempts 
using the facial verification software. Abiodun told the Guardian that his family had faced 
‘serious suffering’ as a result and said ‘I feel the algorithm is discriminatory to people of 
colour. I know about five black people the same thing has happened to’ (Booth 2021).

Importantly, this practice is expanding as deployments of facial recognition spread to other 
gig economy companies. For example, according to Worker Info Exchange (2021), Bolt has 
since announced that it was investing €150 million in AI driver anti-fraud detection systems 
including facial recognition, while Deliveroo and Ola Cabs have also announced that they 
would introduce facial recognition identity checks. This is all the more pertinent given that, 
according to Transport for London (TfL) reports, 94% of private hire vehicle (PHV) drivers 
(in London) are from Black, Asian and Minority Ethnic backgrounds. In response to Uber’s 
discriminatory verification checks based on facial recognition software, the App Drivers 
and Couriers Union (ADCU) and Independent Workers Union of Great Britain (IWGB), 
with support from the Equality and Human Rights Commission and the NGO Worker Info 
Exchange filed a claim in 2021 at the Central London Employment Tribunal on behalf of 
three drivers who had experienced indirect discrimination (Trott and Gittins 2021). Lawyers 
argued that facial recognition systems, including those operated by Uber are inherently 
faulty and generate particularly poor accuracy results when used with people of colour. 
In Pa’s case the claim is that not only was he dismissed on the back of racially biased 
facial recognition technology, but also that while working for Uber Eats he was targeted 
for heightened and excessive facial recognition verification checks which amounts to racial 
harassment (ADCU, no date). ADCU co-founder Yaseen Aslam said of the case: ‘this case 
reveals again the ugly truth that the economic success of the gig economy is largely a racist 
endeavour with technology used cynically to objectify and exploit the most vulnerable in 
society’ (ibid). Uber Eats applied to have Pa’s claim struck out in 2021 but this was rejected; in 
March 2024 Pa received a financial settlement, bringing the case to a close (Wright, 2024).

In addition to legal action, IWGB and ADCU members organised strike action in October 
2021 in protest against Uber’s use of facial recognition technology, with IWGB calling 
for a 24 hour boycott of Uber in solidarity with striking drivers (IWGB, 2021). The strike 
marked the launch of a campaign by Black Lives Matter UK and the IWGB to demand 
Uber scrap its ‘racist facial recognition algorithm, reinstate unfairly terminated drivers 
and couriers and introduce a fair terminations process’ (IWGB, no date). Unions have 
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also demanded change and reform at Transport for London alongside Uber, in particular 
demands for these organisations to review their internal practices in relation to revoking 
private hire licences. This includes a demand that ‘TfL review every revocation of a private 
hire driver licence since January 1, 2020 where TfL’s decision is based on analysis from any 
form of surveillance technology used by a licensed operator including facial recognition, 
geo location checks and other electronic inputs’. It also includes the demand that TfL 
commit ‘to end the practice of immediate revocations where the decision is based upon 
surveillance technology evidence and ensure every driver facing such allegations is given 
appropriate time for appeal and is given access to the evidence against them’. Further, it was 
demanded that in the future TfL ‘review and challenge evidence presented by app operators 
against private hire drivers based on surveillance technology’ (Farrar et al, 2021: p.1). 

Outside the platform work and the gig economy, research in the US has made the 
case that, in general, algorithmic management techniques across sectors tend to 
continue historical practices of ‘racial quantification’ that have shaped experiences 
of racism for a long time (Ajunwa 2023). As Ajunwa explains, not only are Black 
Americans ‘facing increased surveillance compared to their white counterparts 
due to prejudiced employer perceptions’ but additionally ‘Black Americans are also 
overrepresented in industries where surveillance is simply more prominent overall’ 
(2023: 307). One aspect of this is that since low-wage workers, particularly those in 
the service sector, face far greater levels of surveillance than workers in other industries, 
from keystroke logging to drug testing to GPS location tracking, Black Americans are 
disproportionately impacted by being disproportionately represented in such work. 

In addition to extending surveillance through algorithmic management, research has 
documented the particular rise of emotional artificial intelligence (EAI), which is increasingly 
integrated into enterprise systems to augment and automate organisational decisions 
and to monitor and manage workers (Corvite et al. 2023). For employers, the benefit of 
implementing EAI lies in its potential ‘to improve workers’ wellbeing and performance as 
well as address organizational problems such as bias and safety’ (ibid). However, Corvite 
et al. (2023) found in their study of perceptions of EAI among marginalised workers in the 
US that workers are concerned about this technology, and that many see no benefit to it: 
‘32% of participants, 71.7% of whom were participants who identified with a marginalized 
identity (i.e., person of color, woman, transgender, non-binary, having or had a mental illness) 
did not note any benefit when asked to describe potential benefits they might receive 
from EAI in the workplace’ (2023: 10). Further, 15.9% of participants expressed concerns 
regarding employers using EAI in ways that could lead to bias against data subjects with 
a marginalized identity. For instance, one participant, a disabled Black woman, mentioned 
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that she would be concerned about EAI use in the workplace “if [EAI systems] are not 
programmed properly to consider race and culture.” She went on to describe how her 
identity as a “poor/black/elderly/woman” could lead to obstacles in “getting real, honest, 
caring help from professionals... [and she has] to take into consideration that the bots are 
being programmed by people which most times, (maybe unintentional), use their bias” 
(ibid: 18). In addition, Hajric et al. (2024) look at the use of facial recognition technology 
for EAI used for human resource management, including decision-making in, for example, 
the construction and optimization of virtual teams, appropriateness for promotion to 
leadership positions, and fitness-to-task in mission critical work. As part of their study, 
they explore social implications of such technologies, including the possible discrimination  
against women, racial minorities, undocumented immigrants and refugees, and people 
with visible and invisible impairments. In particular, they suggest that certain emotions like 
anger ‘are socially penalized and therefore their public expression will likely be hidden’; 
while the extent to which emotions, like anger, are tolerated ‘are cultural and context-
dependent to local practices’ (p.6). They therefore argue that care is vital for employers 
‘when implementing universal applications of westernized standards of emotion, as it may 
confuse a friendly response in one culture, misinterpreting it as anger’ (2024: 6). One 
study from 2018, for example, using a publicly available data set of professional basketball 
players’ pictures, compared the emotional analysis from two different facial recognition 
services, Face++ and Microsoft AI and found that both services interpret Black players 
as having more negative emotions than White players. However, they present bias in 
two different ways; Face++ consistently interprets Black players as angrier than White 
players, even controlling for their degree of smiling. Microsoft registers contempt instead of 
anger, and it interprets Black players as more contemptuous when their facial expression 
is ambiguous. As the players’ smile widens, the disparity disappears (Rhue 2018).

Generative AI 
Early research into generative AI is showcasing further issues of racial discrimination 
that have impact on work and workers. For example, a study of that carried out a 2024 
Bloomberg resume audit study of OpenAI’s generative AI technology (specifically the 
model GPT 3.5) found that it displayed preferences for certain racial identities in questions 
about hiring ‘by systematically producing biases that disadvantage groups based on their 
names’ (Yin et al, 2024). The study carried out an experiment by using fictitious names 
and resumes to measure algorithmic bias and hiring discrimination. Applying methods 
from previous similar studies, Bloomberg reporters used voter and census data ‘to derive 
names that are demographically distinct — meaning they are associated with Americans 
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of a particular race or ethnicity at least 90% of the time — and randomly assigned them 
to equally-qualified resumes’. Then, when asked to rank those resumes 1,000 times, the 
model GPT 3.5 favoured names from some demographics more often than others, to 
an extent that would fail adverse impact benchmarks used to assess job discrimination 
against protected groups. In particular, resumés with names distinct to Black Americans 
were the least likely to be ranked as the top candidate for a financial analyst role, compared 
to resumes with names associated with other races and ethnicities. Those with names 
distinct to Black women were top-ranked for a software engineering role only 11% 
of the time by GPT — 36% less frequently than the best-performing group. As Yin et 
al suggest, if GPT treated all of the resumes equally, ‘each of the eight demographic 
groups would be ranked as the top candidate one-eighth (12.5%) of the time’. However, 
resumes with names distinct to Asian women were ranked as the top candidate for the 
financial analyst role more than twice as often as those with names distinct to Black men.

Further, in terms of the deployment of generative AI, the prominence of different ethnic 
and racial groups in some sectors more than others has implications for the impact of 
this technology. For example, a 2023 study by Indeed’s Hiring Lab Workers of different 
social groups (by age, gender and race and ethnicity) in the US explored how this 
technology will impact social groups unequally ‘because members of each demographic 
tend to work in different fields’ (Hering 2023; Honorof, 2023). The study found that Asian/
Pacific Islander descent (AAPI) workers face the highest potential level of exposure to 
generative AI because 21.5% of AAPI workers are employed in sectors with the highest 
level of potential exposure - such as mathematics/computers sectors, business and 
finance, and management -  as opposed to 12.9% for the next-highest demographic 
group, White workers (Hering 2023; Honorof, 2023). Hispanic workers face the least 
potential exposure as just 7.1% of Hispanic workers are employed in high-exposure 
fields, while 42% work in fields with the lowest potential exposure (Hering, 2023). As 
highlighted in earlier sections, this is likely to mean that both risks and opportunities 
of generative AI will be disparately distributed across different demographic groups, 
including ethnicity, as a reflection of these broader structural dimensions of labour markets. 

Responses
The issue of racial discrimination is a significant concern in the growing adoption of AI 
across employment. A key response to this has been a growing emphasis on auditing. 
For example, in New York City, the Department of Consumer and Worker Protection has 
introduced a law regulating the use of automated employment decision tools (“AEDT”) 
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by employers and employment agencies in the city. The law took effect in January 2023 
and responds to the issue of gender, ethnic and racial bias by requiring that a bias audit 
must be conducted “no more than one year prior” to the use of an AEDT by employers or 
employment agencies. A bias audit is defined as ‘an impartial evaluation by an independent 
auditor’ to assess the tool’s potential disparate impact on sex, race and ethnicity, and must 
use data from the employer’s or employment agency’s own historical use of the tool (Maurer 
2023). However, it has been suggested that so far impact has been fairly underwhelming  
‘as employers have the freedom to decide whether or not their systems are covered by the 
law and overall lax enforcement, it’s largely gone ignored’ (Turner, 2024). In fact, a recent 
study by researchers from Cornell University and Data and Society found that only 18 out 
of 391 NYC employers have posted audit reports to their websites (Wright et al, 2024).

Nonetheless, similar requirements are being put forward by both the EU and the UK, for 
example through EU’s AI Act which includes a prominent role for bias auditing, particularly 
in settings such as employment, and in UK’s guidance on ‘Responsible AI in Recruitment’. 
However, dominant approaches to AI auditing have tended towards computational 
interpretations of regulation and standards, evidenced by the growing industry of auditing 
tools that focus on areas such as accuracy and algorithmic bias, often providing very 
narrow and contentious criteria for fairness. What is more, audits tend to be confined to 
separate parts of the recruitment and hiring process, with unclear lines of accountability, 
and limited information about impacts on different groups of people outside a few 
demographic categories (Ada Lovelace Institute 2024). More broadly, there have been 
calls from across civil society for changes to how we approach the development, design 
and implementation of algorithmic systems in hiring and employment. In light of evidence 
of gender, age and ethnic discrimination, the Equality Rights Trust (2023), an independent 
international organisation, for instance, calls for states and firms to adopt an ‘equality by 
design approach’ that would need to be pre-emptory and precautionary in order to counter 
the ‘discrimination by default’ built into many algorithmic systems. This would also require 
taking a proactive approach to ensure that potential discriminatory impacts are identified 
and addressed before they occur and that equality considerations are intentionally 
incorporated into the design, development, and deployment of algorithmic systems. 

Additionally, ENAR (2020) has developed a toolkit for mitigating and preventing racial 
bias in hiring. The toolkit is aimed at HR managers, diversity and inclusion managers and 
programmers. Specifically, the objective of the toolkit is to ‘ensure that consumers of off 
the shelf and custom AI solutions for Human Resource Management have a clear guide 
to challenges, solutions and good practice, in a format which supports conversations 
with Programmers providing solutions. Essentially the toolkit helps to educate HR and 
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D&I managers about bias amplification and reproduction in algorithmic systems, and 
provides practical steps to ensure companies comply with the principles set out by The 
European Commission High Level Group on AI in their broad guidelines for ethical use 
of AI. Aside from this compliance, the toolkit promotes co-production, especially by 
involving those who are potential candidates from underrepresented populations within 
the workforce. The toolkit gives several co-production examples, such as developing 
user-vetted lists of desired characteristics and generating discussion within corporate 
teams about why these characteristics are deemed desirable. No formal evidence 
has been provided about the impact of such a toolkit, but it speaks to a number of 
measures that are seeking to directly engage with managers about their implementation 
and use of AI technologies (see also Institute for the Future of Work in the UK). 
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AI Inequalities: 
Minority languages

Summary
There is generally a lack of research on how minority language speakers are impacted 
by AI in the workplace. However, research on how AI may pose challenges and 
opportunities for the preservation of minority languages indicate that minority language 
speakers are at risk of being further marginalised with the advent of AI in the workplace. 
While technological advancements are being made to develop AI tools that can support 
and even strengthen minority languages, the dominance of closed systems built on 
and for majority languages, and English in particular, pose a significant barrier to the 
preservation of minority languages. A central challenge is the limited resources and 
corpora available for minority languages to train AI models on. Significant efforts are 
being made to build linguistic technological infrastructures, including in Wales, where 
emphasis has also been made on building educational tools and translation tools that 
can support Welsh speakers across different sectors. Yet concerns remain about the 
possibilities to counter the further rise of ‘super languages’ and advance ‘linguistic justice’ 
in the context of AI without much wider efforts to ensure more open and democratic 
technological developments that can centre the experiences of minority language speakers. 

Introduction
The advent of artificial intelligence (AI) has brought about significant advancements 
in various fields, including language technology. The capacity of machine-learning 
technologies to play a role in the preservation and promotion of minority languages is not 
new. Somers (2004) identified the capacity of machine translation to help build minority 
European languages such as Welsh, Irish, Basque, and Galician.  Trosterund (2006) 
argues that no language will be able to function as an administrative language, and by 
extension a language that can be used by workers to provide services to the public, in 
a modern society without a developed language technology and argues that there are 
ways of building linguistically-based language technologies for minority languages. The 
Welsh Government report Empowering communities, strengthening Welsh language, 
for example, highlights the development and use of Welsh language technology as part 
of efforts to use Welsh in the workplace to support the language’s visibility, especially 
for those who do not use it at home. This draws on the Welsh Language Technology 
Action Plan, published in 2018, to establish technological infrastructure as an essential 
role in the development of the Welsh language, working alongside the technology 
sector to develop technological products that will support such aims, including the 
advancement of Conversational Artificial Intelligence and other types of technologies.  
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However, the impact of AI on minority languages presents a complex and multifaceted 
issue. On one hand, AI has the potential to pose a threat to these languages by 
consolidating the dominance of major languages, particularly English, leading to the risk 
of ‘digital language extinction’ for minority and regional languages. However, AI also offers 
numerous opportunities for the preservation and promotion of minority languages through 
the development of tools and technologies that can support their use in various sectors. 
Research is still emerging in this area. For example, research at Bangor University has 
been supported by the Welsh government to improve understanding of how computer 
systems process the Welsh language, and in 2023, the University of Edinburgh 
announced that experts at the Universities of Edinburgh and Glasgow have been awarded 
funding by the Scottish Government to produce a Gaelic subtitling system suitable for 
the BBC. Funding will also support research towards the production of large language 
models – similar to ChatGPT – for Welsh and Scottish Gaelic speakers as part of efforts 
to counter the threat of digital extinction. The research team in Scotland is also helping 
to develop a speech recognition system for Ojibwe, one of the indigenous languages of 
Canada, indicating also that international efforts in this area is key to its advancement. 

Below we outline what are some of the major findings regarding the intersection of AI and 
minority languages, looking both at the ways in which technological advancements can and 
have been used to empower people speaking minority languages, but also the risks associated 
with AI in terms of further marginalising minority language speakers. Only very limited research 
in this area is focused on the workplace directly, but it is possible to draw on broader research 
to consider how such findings might apply to a workplace context. We start by outlining 
some of the opportunities that AI may offer minority language speakers, before discussing 
some of the risks involved and end by considering some prominent responses to such risks. 

AI and the opportunities 
and challenges for minority 
languages
The extent to which AI can play a role in preserving endangered or minoritised languages 
is greatly varied but brings together research from diverse socio-linguistic contexts. 
For example, Tan and Jehom (2024) focus on the Gyalrong Tibetan language as a 
representative case within the broader context of linguistic diversity endangerment. 
The emergence of digital technology as a supplementary tool to preserve endangered 
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languages provides opportunities and challenges in language conservation. Adopting a 
qualitative research approach and thematic analysis, collecting data from previous studies, 
fieldwork, and interviews, this study considers the intersection of digital technology and 
Gyalrong Tibetan preservation. The opportunities (language revitalisation) and challenges 
(low resources) are placed within the framework of media ecology and language shifts, 
exploring how communication technologies shape Gyalrong Tibetan and its cultural 
context, suggesting that communication technologies including AI and generative AI, 
have the capacity to inform the shape, form and cultural use of the language. Language 
resource refers to the set of speech or language data and descriptions in machine 
readable form, used for building, improving or evaluating natural language and speech 
algorithms or systems. A low density language is one that does not have sufficient 
digitised resources to be easily used in digital spaces (Shamsfard 2019). It is therefore 
significant to try and understand how digital technologies might intersect with minority 
language revitalisation to inform possibilities for language preservation in the future. 

Gerken (2022), for example, argues that AI, and specifically neurolinguistic programming 
which refers to behavioural technology that looks at how language influences how people 
think and behave, can create possibilities for the research, protection, and promotion of 
regional or minority languages. He argues that with sufficient data behind them, there 
are numerous new possibilities for minority languages to re-establish themselves and 
find new areas of growth. This, it is argued, can happen through developing tools for 
use by organisations that can help further consolidate their use in public and working 
life, such as administrative authorities and public services, the media, the culture sector, 
and more broadly in economic and social life. Such optimism is further reflected in the 
work of scholars such as Pradhan and Dey (2023), who examine the language initiatives 
for indigenous, tribal, and minority languages in India such as Gondi, Maithili, Rajasthani, 
and Mundari, and the way in which they are integrating technology into their plans. They 
note three distinct discourses in these approaches: technological optimism in utilising 
these new opportunities by claiming space for otherwise-marginalised languages, the 
imperative for collaborative and collective work in order to address sparse datasets, and 
the need to negotiate the contested nature of imagining a new collective future. Such 
initiatives, it is argued, are not just a technical project but way of contesting linguistic 
hierarchies. In order for this to happen, however, it is vital that there is a sufficient corpora 
(data) to support them, which is where the difficulty lies in their development and use. 
Building this corpora is challenging for minority languages. However, if there are public 
data sources available, it may be possible to use them to help build this dataset. Arvani 
(2022) explores how this has been put into effect with the Lampung language of Indonesia, 
for example, and argues that through making efforts to contribute to the maintenance of 
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local languages through technology, it is possible to contribute to the maintenance and 
preservation of minority languages. The developmental research of their Lampung dictionary 
application is presented as evidence of this. More recently, the Senedd in Wales, went 
into a partnership with Microsoft to launch a new Welsh translation system as part of 
Microsoft Translator (Senedd Cymru 2024) that could also help support a larger corpora.    

Further examples of research look at specific ways in which technology can help strengthen 
or renew languages by promoting ways to promote and normalise their use. Such approaches 
have been developed in languages such as the IndoAryan language family spoken in 
northern Asia (Shefali et al. 2024), or minority languages in China such as Tibetan, Uyghur, 
Kazakh, and Mongolian (Zhang et al. 2024). No Language Left Behind (2022), for example, 
is a project that seeks to close the gap in AI research that engages with low-resource or 
minority languages through machine translation. Based on interviews with native speakers, 
they identified needs relating to low-resource language translation support to then develop a 
conditional computational model that uses AI to create more parity between the languages. 

In terms of the impact that the inclusion or exclusion of minority languages from AI might have 
on minority language speakers, education has been highlighted as a central area of concern. 
Minority identities more broadly are at risk of exclusion in educational environments, and 
language is a key consideration among others. The systematic review presented by Salas-
Picio et al. (2022) suggests that research in this area is poorly resourced and developed, 
and that the existing body of work does not reflect the scale of the need for inclusivity. 
From a technological perspective, their review suggests that as AI services proliferate, 
it is likely that their applications can enhance the learning process for minority students. 
However, for this to happen, the technology needs to address four key aims: firstly, it should 
develop a culturally sensitive learning environment that supports minority students, such 
as providing content in their native or preferred language. This is something that has also 
been put forward in Wales, where efforts have been made for technology to be used 
to support Welsh language education in further and higher education (Coleg Cymraeg 
2024). However such tools should not be abstracted from the wider social and cultural 
context of those students. Nevertheless, the review also suggests that such technologies 
can potentially play a significant role to the provision of inclusion education to minoritised 
students, and their importance should not be underestimated. Significantly, the link should 
be made between the cost of providing these technologies and minoritised communities 
who potentially lack the economic resources to successfully implement them. This, they 
argue, is perhaps a more pertinent and pressing point to be made. Thirdly, the review 
suggests that the successful implementation of such technologies should look beyond 
their utility in the classroom. The review suggests that such technologies have the capacity 
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to help minoritised students build careers in professions where they are already under-
represented, particularly in the fields of science and technology, and exclusion by virtue 
of language therefore has wider connotations than pedagogical concerns. AI-assisted 
technology has the potential for lifelong applications in giving minoritised people access 
to spaces where they had previously experienced exclusion and this should be included in 
discussions about their usefulness in education. Finally, the review argues that the benefits 
of AI need to be far-reaching. While the technology itself has a global reach, the benefits 
of it are yet to be felt unilaterally, and there are significant sociocultural approaches to the 
design of such technologies that need to be addressed before this can be said to be true. 

A further related challenge concerns the closed nature of many AI tools that extend 
homogenising tendencies by establishing themselves as globalised technology platforms. 
A report by Minority Rights Group International (2020), for example, draws on case 
studies from Africa, the Americas, Asia and Oceania, and Europe to highlight the specific 
problems each indigenous community has in integrating technology into their own 
sociocultural context. In doing so, they suggest ways of resisting the homogenising effects 
of globalised technology platforms. This includes: I) mainstream human rights for all into 
the development and dissemination of technologies, with a particular focus on the barriers 
that minorities and indigenous peoples face in their specific context. There is not a ‘one size 
fits all’ solution. II) Focus on improving minority and indigenous inclusion, not only as end 
users of technologies, but in the design and production. III) Conduct human rights impact 
assessments as necessary first step whenever digital technologies are being considered 
for adoption by public authorities. And IV) Scrutinise the use of AI and automation 
in decision-making, with a focus on ensuring transparency and non-discrimination. 

A key risk for minority languages with the advent of AI, however, is the dominance of English, 
Spanish, and Chinese in online communication. Smaller languages risk being further 
marginalised via ‘algorithmic hegemony’ if there are simply not enough resources to train the 
model (Algorithm Watch 2023). Similarly, Gerken (2022) argues that while AI can create 
possibilities for the protection and promotion of minoritised languages, it also consolidates 
the dominance of the English language, meaning that minority and regional languages are 
at risk of ‘digital language extinction’ as the use of AI becomes more prolific. For example, 
Kshetri (2024) considers the implications of the exclusion of minority languages from large 
language models on digital exclusion for non-English speakers, outlining the higher costs 
associated with using generative AI in non-English languages and the lower accuracy of 
linguistic models due to limited training data. Focusing particularly on minority languages 
in developing countries, they suggest that unless this is addressed, it is likely to further 
exacerbate division between English and non-English speakers. In addition, the proliferation 



AI Inequalities: Minority languages - Page : 61

of generative AI platforms such as ChatGPT undermines language democratisation 
with the status of English as the hegemonic language of academic publishing being 
consolidated by the introduction of AI-powered tools to the research process (Ghio 2024). 
Ghio goes on to argue that the proliferation of generative AI, and the lack of transparency 
around how metrics and languages are constructed, risks people being subjected to 
control. It also opens up a myriad of ethical questions in the research process, ranging 
from data transparency and data management to cultural representation and moral limits. 
The status of English as the language of academia, he argues, is already problematic in 
that it privileges Westernised discourses, a state that is demonstrated by the dominance 
of journal rankings that privilege English-language texts. AI tools such as ChatGPT face 
similar criticisms in the way that English-language communication dominates, but such 
criticisms do not encapsulate the move beyond domination to consolidation that such 
chat tools engender. It is therefore questionable whether claims made by advocates that 
such tools are able to democratise the field of academia are substantiated, but as long 
as those claims are repeated, they risk giving false hope to academics from minoritised 
communities of access to a career pathway that is otherwise difficult to access. 

In the context of the Welsh language, there have been suggestions from the Welsh 
Government that generative AI offers specific opportunities to promote and support the 
use of the Welsh language (Senedd Cymru 2024). Despite limitations regarding available 
data and other issues as outlined above, research carried out in 2019 identified 439 
Welsh language applications available in the Apple (UK) App Store (Cunliffe 2019) that 
also suggests that this is evidence that the market for Welsh language applications is 
fairly robust and could therefore extend to generative AI. This is important as research 
in the past has suggested that one of the problems that minority languages face in the 
development of AI-powered tools and applications is that the impetus for their development 
is often market driven, which has also lead some researchers to call for a more active part 
of the nation state to challenge linguistic hegemony (Keegan and Evas 2012). Indeed, 
Henry (2017) argues that advances in technology are currently helping to speed up the 
globalisation of ‘super’ languages but at the same time technology might be used to help 
reverse the decline of less widely spoken languages. For example, using a pilot study that 
makes use of a social learning application, Cada Dia, to provide an immersive learning 
strategy to encourage authentic conversations in a real time environment to create dynamic 
and meaningful learning encounters Henry aims to gain an understanding of online social 
learning methods for minority language learning. However, in the study of Cada Dia Welsh, 
it was found that there was limited engagement with the app amongst learners, in large 
part due to logistics, but this in turn meant that the limited numbers in the minority language 
version of the app left learners feeling more isolated and disengaged. This again draws 
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attention to the significance of the wider environment in which minority language speakers 
– including in work settings – are situated in order to facilitate technology-enabled support 
of minority languages rather than further advancing the dominance of ‘super’ languages. 

Furthermore, Cunliffe et al. (2022) describes the development of an AI toolkit based on 
natural language processing (NLP) for Welsh. Natural language processing is the type of AI 
that allows for computers to understand and use human language and is widely used in AI 
across search and business intelligence and other applications. Rather than creating it from 
scratch, Cunliffe et al’s approach involved adapting and enhancing the language processing 
functionality provided for other languages within an existing framework and making use 
of external language resources where available. The question they pose is whether it is 
reasonable to expect to see a ‘trickle down’ effect whereby minority languages can use 
existing protocols to develop minority NLP frameworks. They conclude that the approach of 
adaptation and reuse can provide a practical and achievable route to developing language 
resources for otherwise under-resourced languages where such data might be limited.

Similarly, Corcoran et al. (2021) bring together the disciplines of Computer Science, 
Mathematics, and Linguistics to develop a method of automatically learning Welsh word 
embeddings as part of the development of a Welsh-specific Natural Language Processing 
model. This research is part of a larger study including 157 languages but suggests that 
progress is being made in making resources more available for the development of Welsh 
language AI-tools. Jones (2022) also reports on ongoing work on developing and evaluating 
speech recognition models for the Welsh language using data from the Common Voice 
project, which is a crowdsourcing project started by Mozilla to create a free database 
for speech recognition software, alongside other open development kits. This includes 
activities for ensuring the growth and improvement of the Welsh Common Voice dataset. 
Two applications have been developed – a voice assistant and an online transcription 
service that allow users and organisations to use the new models in a practical and useful 
context, but which have also helped source additional test data for better evaluation of 
recognition accuracy and establishing the optimal selection and configurations of models. 
Test results suggest that in transcription, good accuracy can be achieved for structured 
read speech, but further data and research is required for improving recognition results 
of freely spoken formal and informal speech. However, for the voice assistant this more 
limited domain language model provided excellent accuracy. Russell et al. (2022) also 
present a design for the collection and verification of a bilingual text-to-speech synthesis 
corpus for Welsh and English that can be used for similar applications and reflect on 
the challenges of creating an open-source Welsh language corpus large enough to 
capitalise on neural text-to-speech (TTS) architectures that are needed for these tools. 
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Limitations of AI for minority 
language speakers
Although it is clear that technological innovation includes a burgeoning field in developing 
tools specifically for minority language speakers, research has also highlighted the limits 
to such innovation in practice. Bowker (2010), for example, explores the dichotomy of 
the need to provide bilingual services and justifying the cost of this service based on 
a recipient evaluation designed to determine whether machine translation could be 
used as a cost-effective means of increasing translation services in Canadian official 
language minority communities. The results show that not all communities have the 
same needs, and that raw or rapidly post-edited machine translated output is suitable 
for purposes of information assimilation, but not necessarily useful for purposes of 
cultural preservation and promotion. Similarly, Lai et al. (2023) suggests that even if 
ChatGPT is trained on another language, the time and labour required make it largely 
unviable. Given the broad adoption of ChatGPT for English in different problems and 
areas, a natural question is whether ChatGPT can also be applied effectively for other 
languages, or if it is necessary to develop more language-specific technologies. Lai et 
al. evaluate ChatGPT on seven different tasks, covering 37 diverse languages with high, 
medium, low, and extremely low resources. The results suggest a worse performance of 
ChatGPT for different NLP tasks and languages, calling for further research to develop 
better models and understanding for multilingual learning. This presents a particular 
challenge as ChatGPT becomes more widely adopted across social settings, including 
the workplace, and is in important finding to help guide the proliferation of government 
partnerships with Gen AI chatbots, such as the recent partnership with OpenAI in Wales. 

More broadly, Pradhan and Dey (2023) argue that while there is technical optimism about 
the possibilities offered by artificial intelligence to advance education for low-resourced 
languages, there is also an emphasis on the need to build strategies to overcome social 
and linguistic hierarchies, address biases in existing technology, and tackle tensions 
between various social actors. As such, they argue that the use of language technology 
for minoritized language education is understood not just as a technical project but as 
a contested and ongoing attempt to sub-vert linguistic hierarchy through the ‘active 
presencing’ of these languages. Furthermore, Taylor and Kochem (2020) point out that 
technology has paved the way for new methods in language learning, but marginalised 
and/or indigenous populations often lack access to these tools. While this does not apply 
to all minoritised language groups, their critical literature review examines how researchers 
have tried to overcome this hurdle by reaching out to indigenous populations and provide 
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access to emerging technologies. They found that indigenous populations often lack 
access to these tools, making it difficult for them to utilize them for language maintenance, 
growth, and preservation, recommending that additional initiatives – further inclusion of 
indigenous languages within, and increased funding for, mainstream linguistics research 
– are taken to further develop technology and marginalised populations’ access to them.

However, it should be noted that the technologies being described here do not engage 
with the  many different aspects of language itself. Language exists in contexts far beyond 
the spoken or written word, and that these too are minoritised languages. Sayers et al. 
(2021), for example, discuss minority and under-resourced languages, but also considers 
touch and signed languages such as braille and British Sign Language. They also discuss 
elements of sentiment, such as politeness or emotional expression. They argue that the 
inequality faced by minority languages is not just a question of gathering enough data. The 
data in question will be in exactly the same format as for bigger languages: audio recordings, 
automatically transcribed and perhaps tidied up by humans for AI to digest. But for sign 
languages, there is a much bigger hill to climb. Sign language is multimodal: it involves 
not only making shapes with the hands; it also relies heavily on facial expression, gesture, 
gaze, and a knowledge of the other signer’s own life. All that represents a much greater 
technological challenge than teaching a machine to hear us and speak like us. For the Deaf 
community, for example, they argue that the emerging AI era is perhaps less promising. 
Similarly, Janutunen et al. (2021) discuss the prerequisites for the machine translation of sign 
languages. They take a linguistic approach to discuss a process that would be necessary 
for automated translation of sign languages and conclude that delivering a universal tool 
for sign language translation that is both robust and cost-effective is still not realistic. 
They suggest that while such translation tools may not be necessary for communities of 
people who rely on sign language to communicate, their omission from the development 
of AI-powered translation technologies risks widening communication gaps even further.  

Responses
In light of the challenges facing the development of AI tools for minority languages, particularly 
in building sufficient corpora and addressing biases in existing technologies, some have 
argued that there is a pressing need for more collaborative efforts and the inclusion of 
minority language speakers in the design and production of AI technologies to ensure 
their effectiveness and cultural appropriateness. Yim (2024), for example, engages in ideas 
of indigenous data sovereignty to ask some key ethical questions about the capacity of 
communities to consent to their data being used when it is collected to train large language 



AI Inequalities: Minority languages - Page : 65

models. They argue that, while an early and undeveloped topic of discussion, the application 
of natural language processing and large language models for language representation 
raises a multitude of questions about future data consent. Just as prior linguistic data has 
been collected from speakers who were unaware of how it might be shared online, consent 
for continued usage of legacy data should not be assumed. Instead, it should be reconfirmed 
by the origin community for applications like machine learning. This is particularly pertinent, 
as research into the interaction between AI-powered translation and copyright law has 
highlighted the bias within AI translation systems and the impact that this has on marginalised 
communities (Yanisky-Ravid and Martens 2019). As such, the dominance of large firms in 
the AI sector results in the potential for the companies that develop translation systems 
to reflect the biases within their organisations, or within the communities that they aim to 
serve. This, in turn, can result in minority and marginalised communities having no access 
to systems of accountability when it comes to rectifying mistakes or addressing harms.
Moreover, Rustagi (2021) argues that language and social reality are mutually reinforcing; as 
a result, natural language processing presents a unique opportunity to shift social reality at 
scale, advancing social justice by promoting linguistic justice. They provide an overview of 
how language and bias are intertwined and implications for building NLP tools that actively 
advance equity and inclusion. The authors suggest a positive framing with four layers of 
linguistic structure: The first three of these layers are concerned with the organisation of 
words and phrases into grammatical structure, and their use over time. After that, comes 
concerns about power inequities. They conclude that all NLP systems have the opportunity 
to support and advance linguistic justice by including and serving speakers of a wide variety 
of languages. Because language can provide access to power, ensuring that speakers of 
different language varieties are given equitable access is essential. Furthermore, NLP tools 
provide a unique possibility to achieve greater access to information cross-linguistically as 
these tools become increasingly accurate at tasks like translation and allow for a greater set 
of language varieties to circulate and gain the prestige and recognition that they deserve. 

However, in order for linguistic justice to be promoted through the use of AI tools, there 
needs to be active efforts to ensure that such tools are being developed and implemented 
in environments that are able to support their effectiveness. In Wales, for example, a 
linguistic infrastructure policy has been put forward under the Cymraeg 50 framework that 
seeks to develop six areas of work: dictionaries; terminology; corpora; standardisation; 
centralised website; and a new unit to coordinate Welsh linguistic infrastructure. Two 
corpora are currently available: the National Corpus of Contemporary Welsh and the 
Welsh National Corpora Portal. Such a policy can serve to support the development of 
more Welsh language focused AI tools, but questions remain about access to this data 
and whether it is sufficient for user needs in the development of any new technologies. 
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More investment in infrastructure may be needed if minority languages are to be preserved 
in an AI era, particularly as adoption of such technologies become mainstreamed within 
public and work life. For minority language speakers, the growing use of ChatGPT 
in workplaces, for example, risks creating further barriers and exclusion, particularly 
in light of the speed at which these technologies are being developed and adopted.
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